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Preface

The second edition forum of The Innovative Manufacturing, Mechatronics &
Materials Forum 2021 (iM3F 2021) organized by Universiti Malaysia Pahang
through its Faculty of Manufacturing and Mechatronic Engineering Technology
was held on September 20, 2021. The main field focuses on manufacturing,
mechatronics as well as materials.

More than 132 submissions were received during iM3F 2021 and were reviewed
in a single-blind manner, and 49 papers were advocated by the reviewers to be
published in this lecture notes in electrical engineering. The editors would like to
express their gratitude to all the authors who submitted their papers. The papers
published in this proceeding have been thoroughly reviewed by the appointed
technical review committee consisting of various experts in the field of
mechatronics.

The conference had brought a new outlook on cutting-edge issues shared
through keynote speeches by Prof. Ir. Dr. Jamaluddin Mahmud and Prof. Dr.
Mohammad Osman Tokhi.

Finally, the editors hope that readers find this volume informative as we thank
LNEE for undertaking this volume publication. We also would like to thank the
conference organization staff and the international program committees’ members
for their hard work.

Pekan, Malaysia Ismail Mohd. Khairuddin
November 2021 Muhammad Amirul Abdullah

Ahmad Fakhri Ab. Nasir
Jessnor Arif Mat Jizat

Mohd. Azraai Mohd. Razman
Ahmad Shahrizan Abdul Ghani

Muhammad Aizzat Zakaria
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Mapping and Navigation for Indoor
Robot Using Multiple Sensor Under ROS
Framework

Gigih Priyandoko and M. S. Hendriyawan Achmad

Abstract A few criteria needed to bemet in order to develop amobile robotmapping
system: wireless control of the mobile robot and obstacle detection. In this research,
a Robot Operating System (ROS) is developed as the framework for the mobile robot
control system. The laser sable toner and Kinect camera serve as tools for detecting
obstacles in the mobile robot’s environment. The Hector mapping package is used
to create a 2D/3D map based on the object detected by the laser sable toner. The
Hector package’s parameters are investigated in order to determine the best map
layout quality. Based on the experimental results, the first step is to develop a Wi-Fi
network with the ROS framework for wireless sensor data collection and command
execution. Second, the use of hector mapping allows for the creation of 2D/3D maps
with minimal error. The development of a mobile robot control system allows for the
execution of mapping missions and exploration of unknown environments without
putting human lives at risk.

Keywords ROS ·Mapping · Indoor · Robot

1 Introduction

The mobile robot has evolved in modern technology to perform a variety of tasks
that benefit humanity. Exploration of dangerous areas, in particular, is one of the
important roles that mobile robots can play in order to reduce risk to humans, reduce
costs, and improve efficiency [1]. The generation of maps is a critical task for the
mobile robot.
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2 G. Priyandoko and M. S. H. Achmad

Many successful mobile robot systems are able to execute their tasks because they
use maps as guidance to achieve their goal [2]. In this paper, we only focus on the
mapping system of the mobile robot.

Robot Operating System (ROS) the mobile robot’s operating system for data
collection, visualization, and control. A sensor is needed to collect data from the
environment in order for a mobile robot to complete the mapping task. With the
movement of the mobile robot along with the unknown environment, a safe and
good quality collision-free path able to be obtained and a map is built along the
process [3]. The map generated by the mobile robot is widely used in the automated
mobile robot sector because it provides important information about the obstacle as
well as a clear path for an automated robot to generate a path to the destinationwithout
colliding. The map can also help people visualize the layout of their surroundings in
order to determine the goal location and detect hazards.

Beno et al. [4] had implemented amobile robot 3Dmapping systembyusingRGB-
D Camera and Octree Maps. In his research, Visual Simultaneous Localization and
Mapping (SLAM) had been achieved by using RGB-D Kinect. The depth-sensing
camera in Kinect is used to estimate the movement between two frames, allowing
the mobile robot to be localized. Instead of using wheel odometry, he used visual
odometry to pinpoint the mobile robot’s location on a map. The frame-matching
approach was used for the mapping section, which involved identifying key points
from both frames and paring them together for estimation transformation.

Yu et al. [5] had developed an omnidirectional automated guided vehicle with a
MY3wheel. TheMY3wheel used in his project is more resistant to dirt and fragment
on the ground.As four sphericalwheels in one set capable ofmutual support, theMY3
wheel has a good load-carrying capability when compared to the omni-directional
wheel. Optical color sensors and cameras are used to guide the project. The optical
color sensor guides the AGV along a predetermined path, while the camera allows
the operator to observe the working environment.

Poulaiin [6] developed navigation of an Autonomous Robot Vehicle using optical
rangefinder and odometry. The system necessitates the use of an off-line path planner
for the vehicle. Tomove the vehicle from one location to another, a series of collision-
free guiding tools with line and arc segments is required. A 2D representation was
used to collect the line segment in the plane. The system ismade up of two algorithms:
one for matching the sensory data to the map and another for estimating the precision
of the corresponding match or correction.

Li and Shavkin [7] had presented a mobile robot navigation system using a sensor
network. This navigation system does not require a pre-decided environment map
or access to GPS, IMU or a compass. The workspace is preinstalled with nodes, and
navigation occurs through node wise motion, in which the robot moves from node
to node, beginning with the starting node and ending with the goal node. When a
destination is specified, the navigation field computation is triggered by the node that
is closest to the goal node. During this computation, the optimal direction in which
the robot should move is determined probabilistically. The navigation field indicates
the “best possible” path for the robot to take in order to reach the goal.
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Zhang et al. [8] had presented a motion planning of a mobile robot using the
potential field method. The environment is a dynamic in which both the target and
the obstacle move. They begin by defining a new potential function and the virtual
force that corresponds to it. The use of attractive and repulsive potential for target
and obstacle allows the robot to track the target in the desired direction. The motion
planning is carried out with the assistance of an online measurement of the obstacle
information.

Kim et al. [9] proposed a fully 3D thermal modelling of a building with an
autonomous system. A mobile robot with a laser sable toner, thermal camera, and
webcam attached to the top of its body performs a 3Dmapping task. The robot can fit
the planemodel to the data points by using the ICP (IterativeClosest Point) algorithm.
The calibration and matching of data collected from all sensors at various locations
results in the creation of a common reference frame. As a result, the goals of this
research are to create a wireless control system for smooth mobile robot operation
as well as a 2D/3D mapping system using a laser sensor and a Kinect camera.

2 Robot Operating System

In recent years, a new software framework known as Robot Operating System (ROS)
based on Linux has been developed for robot software development. ROS aims to
be peer-to-peer, tool-based, multilingual, thin, and open-source. [10, 11]. Robots or
systems can communicate with one another thanks to peer-to-peer topology. The
ROS framework is built on the Real-Time Publisher-Subscriber Protocol (RTPSP),
which allows different programs to be defined as nodes and interact with each other
independently through message subscribing and publishing. This framework solved
the previous complexity in robotics, in which every task was developed in a single
program, causing the entire program to shut down if one tiny part went wrong. If one
node fails in ROS, the other nodes continue to function normally, allowing the user
to easily identify the problem and perform the debugging task. Figure 1 depicts the
fundamental concept of ROS with distributed system capabilities.

Fig. 1 ROS basic concept
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ROS is an open-source Meta operating system that could abstract hardware, low-
level device control, message passing, and package management. ROS differs from
other robotic software platforms as it supports code reuse in robotic research and
development, thus it is suitable for robotics research [10]. ROS is a language-neutral
operating system that supports four different languages (C++, Python, Octave, and
LISP). It consists of node and topic in ROS. The node includes the ability to process
information, such as converting data collected from sensors into information that
users can read. A topic serves as a link between topics for information transfer.
Without a topic, nodes that have processed data are unable to send it to another
node because they are unable to recognize each other for data transmission. As
a result, data transmission is only possible when the next node is subscribed to
the topic published by the previous topic. ROS platform has several advantages,
including simple autonomy programming, modularity, flexibility, reusability, and a
clear design. ROS is distinguished by its powerful and robust communication system,
which is appropriate for users in a multimember team. Although ROS comes with
various advantages, it consists of a barrier, which is, it only able to operate in the
Linux platform [12–15].

3 Methodology

3.1 Mobile Robot Setup

Acrylic Glass is used to make the body of this mobile robot. Mobile robot’s basic
dimensions are 0.4 (width) × 0.4 (length) × 0.75 m (height). An Arduino mega
serves as the base controller for this mobile robot, which also includes a Hokuyo
laser sable toner and a Kinect camera. As shown in Fig. 2, a laptop will be placed in
the center of the mobile robot to connect all of the mobile robot’s sensors and base
controller.

The rigid body transformation of a mobile robot used for exploration to generate
the map is critical and required. The robot cannot generate a map without transfor-
mation information. The robot should be aware of the relative position of all movable
part frames in the world frame so that the robot pose can be accurately estimated.

Figure 3 depicts the mobile robot’s transformation tree during experiments. The
odometry frame is a virtual frame that is always linked to the robot base frame and
the IMU frame. This frame is an estimate of the robot’s pose in relation to the world
frame. The robot’s transformation tree employs a parent and child diagram, with the
child in a relative pose to the parent. The relative pose is made up of both linear and
angular values. The linear values are relative translations (x, y, z) in meters, and the
angular values are relative rotations (qx, qy, qz, qw) in quaternions.
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Fig. 2 Mobile robot

Kinnect
Camera

Hokuyo
Laser

Scanner

Fig. 3 Mobile robot body transformation
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HectorArduino

Fig. 4 Basic hardware setup

3.2 Initial Hardware Setup

Two laptops were installed with the Ubuntu operating system during the initial stage
of apparatus setup. The reason for installing Ubuntu is that the Robot Operating
System (ROS) can only run on Linux-based systems. After installing all necessary
software on both laptops, one of them serves as the master, connecting to all of the
hardware on the mobile robot, which includes the Kinect RGB-D camera, Hokuyo
range sensor, and base controller. The prototype robot was equipped with a master
computer, allowing it to move freely and without restriction. Another laptop acts
as the Host where it act as the user control interface for the user to visualize the
data collected from the mobile robot. The Host laptop will be used to control the
prototype robot wirelessly by using the joystick as shown in Fig. 4. To establish
a wireless connection between two computers, the wireless router had been used.
By connecting both computers to the same Wi-Fi channel, the mobile robot able to
transfer data from the sensor to the host computer and vice versa.

3.3 Initial Software Setup

AWi-Fi network channel is used to connect two laptops. Using the ROS setting, the
Host laptop can gain full access to theMaster Laptop by using theMaster Laptop’s IP
address. After both computers are connected to the sameWi-Fi network, data collec-
tion and command can be performed on the Master laptop by using the Host laptop.
After connecting the Host and Master laptops, the next step is to connect all of the
sensors and the base controller. Freenect node has been launched to connect theRGB-
D camera (Kinect) with the Master laptop. For creating a connection between the
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Fig. 5 Basic structure of the framework for mobile robot

Master laptop with the hokuyo sensor, hokuyo_node had been launch. The topic that
has been published by freenect node are/rgb_image and/sable to from hokuyo_node.
Both topic that been published (/rgb_image and/sable to) is then subscribed by rviz
node which has the function of visualizing the entire signal that collected. Data
published by the rviz node is capable of being received by the Host laptop via Wi-Fi
data transmission. A few nodes had been launched in order to establish a connection
for the user to gain control of the robot. The joystick nodewas used to convert joystick
commands into a signal that the robot’s base controller could read.As shown in Fig. 5,
the ROS serial Arduino node was launched for the base controller to subscribe to
the signal published by the joystick node, allowing the user to gain control over the
movement of the mobile robot.

4 Results and Discussion

Some preparations had beenmade prior to carrying out themapping operation.When
the mobile robot was running, the tf li-brary had to be run to create a tracking on
multiple coordinate frames. The Tf function on the Hokuyo sensor and RGB-D
Kinect had been established in relation to the base link (center base of mobile robot).
A measuring tape was used to determine the distance between the Hokuyo sensor
and the RGB-D Kinect and the base of the mobile robot. With the initial software
setup complete, the user can visualize the robot’s surroundings by utilizing all of the
mobile robot’s sensors. With the proper configuration, the user can use the joystick
to give commands to the robot, and the mobile robot will move accordingly. The
RVIZ (ROS Visualizer) window can display all updated results and conditions of the
robot when the mobile executes the user’s command. The process is repeated until
the user is satisfied with the result or achieves the goal.
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A parameter of the Hector package must be changed in order to create a good
map. To fit themobile robot’s movement, two parameters must be adjusted. These are
the variables. The thresholds for performing map updates are map update distance
thresh and map update angle thresh. map update distance thresh is the threshold for
performing map updates; the map will be updated after the mobile robot has traveled
a certain amount of distance. The map update angle thresh parameter controls the
threshold for performing map updates based on the angle turned by the mobile robot.
The goal of changing the parameter is to ensure that the map is nicely mashed and
that no information is lost on the map.

A bag file is created to ensure that the mobile robot’s path and movement are
identical for each parameter set. A bag file is a file that records and saves all of the
information that the laser sable toner generates. The ideal parameter for the Hector
package can be identified as the true response of the laser sable toner by playing back
the bag file.

Figures 6 and 7 depicts the occupied map from our experiment explorations and
visualize it using RVIZ (ROS Visualizer) on a 2D/3D RGB image as a map of an
unknown indoor area. Despite using the best parameter for the angular and distance
update thresholds, there is some error in themap generated by themobile robot.When
the mobile robot explores an unknown area with a lack of features, the error occurs
as a result of accumulating visual odometry error. The Hector package’s mapping
algorithm works by matching the previous frame of the map. As the map exploration
process continues, the error will accumulate.

ground truth measurement

Fig. 6 Constructed 2D map
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5

Fig. 7 Visualize 2D/3D occupied map

Table 1 Comparison the
generated 2D map with the
real layout

Real layout
dimension (m)

Generated map
dimension (m)

Percentage of error
(%)

11.55 11.67 1.04

13.67 13.83 1.17

Figure 6 depicted the dimensions of the real layout and map generated by the
mobile robot.

The percentage of error is calculated to compare the error between real and gener-
atedmaps, as shown inTable 1.As a result, it is possible to conclude that the difference
between the layout and the map is insignificant. Despite the fact that the generated
map contains close loop error, the percentage of error is less than 2%. An increase in
sable to the range of laser sable toner is proposed to solve the unexplored map error.
One of the specs for each laser sable toner is the sable toning range. A higher sable
toning range laser sable toner will be able to detect obstacles further away from the
sable toner, increasing mapping efficiency as the mobile robot’s moving distance is
reduced. Although laser sable toner with a high sable toning range is preferred for
mapping operations, it is expensive.
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5 Conclusion

Using the ROS framework, a wireless mobile robot control system was built. The
user is able to execute a wireless mobile robot control by using joystick control by
utilizing the Wi-Fi network. The use of a mapping package and laser sable toner
allows the user to visualize the environment on the robot’s surroundings. The mobile
robot can perform map exploration tasks to explore an unknown area by combining
a 2D/3D mapping system with a wire-free control system. The accuracy and scale of
the mobile robot control system are limited due to the limited budget. In the future,
the system will be able to be improved by having better sensors and more accurate
algorithms.
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Optimization of Waterjet Paint Removal
Operation Using Artificial Neural
Network
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Abstract Paint removal of automotive parts without environmental effects has
become a critical issue around the world. The high pressure waterjet technology has
received a wider acceptance for various applications involving machining, cleaning,
surface treatment and material cutting. It offers an advantage to remove the auto-
motive paint due to its superior environmental benefits over mechanical cleaning
methods. Therefore, it is important to predict the waterjet cleaning process for a
successful application for the paint removal in the automotive industry. In the present
work, ANN model was used to predict the surface roughnes after the paint removel
process of automotive component using the waterjet cleaning operation. A response
surface methodology approach was employed to develop the experimental design
involving the first order model and the second order model of central composite
design. Into training and testing, a back-propagation algorithm used in the ANN
model has successfully predicted the surface roughness with an average of 80% accu-
racy and 3.02 mean square error. This summarizes that ANN model can sufficiently
estimate surface roughness in waterjet paint removal process with a reasonable error
range.
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1 Introduction

In the automotive component recycling industry, a paint removal procedure for auto-
mobile coatings is commonly employed. The need to reuse and recycle automo-
tive parts while avoiding additional pollution from the removal process of paint is
currently a major industrial problem across the world. The main goal of the paint
removal procedure is to achieve high cleaning efficiency and erosion of paint with
little damage to the substrate. Most of current research on cleaning processes focuses
on the laser cleaning method [1]. However, considering laser cleaning is approxi-
mately 20 times more costly than traditional methods, its use is confined to histor-
ical and ornamental purposes [2]. Despite its fast growth, several studies on stone
emission using laser ablation technology have shown that the laser cleaning process
produces environmental health hazards and fails to meet health and safety standards
[3].

High pressure waterjet technology is a relatively new process that can be used
for machining, material removal, cleaning and surface treatment of various mate-
rials [4]. A cleaning operation using this technology has recently gained popu-
larity to remove paint due to its superior environmental benefits over mechanical
cleaning methods such as sandblasting, water brushing, hydropneumatics cleaning
and controlled dry sanding [5]. Few studies have investigated the feasibility of using
the waterjet cleaning in the paint removal process. However, very little attention
has been given to the prediction of waterjet cleaning in removing the paint espe-
cially for automotive components. Therefore, it is important to predict the waterjet
cleaning process for a successful application of the paint removal and to optimise the
cleaning parameters in the automotive industry to get a desired result of roughness.
Many studies have reported about the influence of WJ parameters, such as standoff
distance, traverse rate and pressure, etc. on the cleaning output [6–9]. A series of
experiments by previous studies were conducted to obtain the relationship between
the cleaning parameters and the cleaning results. Most of these experiments were
based on data fitting and analytical methods, however those methods were insuffi-
cient because of their possibility to lead to larger error between the real values and
the predicted values [10].

Artificial neural networks (ANNs) are type of computer software that can learn
from the results of previous experiments and predict the results of future ones.An arti-
ficial neural network consists of various artificial neurons that operate like synapses
in the biological brain, transmitting messages to the other neurons to which they are
linked [9]. The output from one node is used as an input for other node, thus data
flows across the network of nodes and layers [9]. ANN was found to be a great tool
to express the relationship between the cleaning parameters and the cleaning results
and that is due to its ability to approximate such nonlinear and complex relationships
[11]. Thus, the use ofANN in this study is a sufficientmethod to optimise the cleaning
parameters to obtain and predict the surface roughness after the pain removal process.
Many studies have shown that ANN can be used to forecast the surface finish in a
variety of machining techniques, but there is little literature about their application
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in the paint removal process using waterjet cleaning operation. Furthermore, as the
number of machining factors increases, applicable experimental procedures require
a large number of trials. Çaydaş & Hasçalik [12] employed a Taguchi approach with
L27 orthognal array to achieve a minimum number of experiments in developing an
ANN model to predict the surface roughness during the abrasive waterjet (AWJ)
machining process of aluminium alloy 7075-T6. Madara et al. [9] also developed an
ANNmodel to predict the surface roughness in AWJ cutting of Kevlar 49 composite
where L9 orthogonal array was used in Taguchi’s design of experiments as the data
for the ANN model [9]. The present work uses a response surface methodology
approach to develop the experimental design involving the first order model and
the second order model of central composite design. Compared to previous studies,
ANN model is used to predict the surface roughnes after the paint removel process
of automotive component using the waterjet cleaning operation and that is to set the
optimal set of parameters to obtain desired roughness.

2 Experimental Work

2.1 Material

The workpiece was prepared by cutting a commercial automotive part from standard
plate. The sample was cut down to a small size from the entire component to create
a flat workpiece with a surface area of nearly 100× 100 mm. This project employed
a commercial automobile part (spoiler) manufactured of polypropylene (PP) as the
substrate. The plate was commercially painted with a conventional of coat layers.
The average surface roughness (Ra) of the painted plate was about 0.112 µm. The
average thickness of the coat layers was determined to be 37.413 µm. Table 1 shows
the tensile mechanical characteristics of paint on the surface of automotive plastics
components [13].

Table 1 Mechanical
Properties of paint on the
surface of automotive plastics
component

Paint Elastic
modulus, E
(GPa)

Yield strength,
σ 0.2 (MPa)

Ultimate
strength, σ b
(MPa)

Top coating 1.59–1.76 11.34–15.85 17.43–21.22

Intermediate
coating

1.54–1.88 8.99–13.10 10.71–13.75

Primer 0.52–0.77 4.93–7.11 7.83–10.60
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Fig. 1 The CNC waterjet machine

2.2 Equipment

A commercial waterjet cutting machine was used for the entire experiment. It uses
an air-driven liquid pump with a capacity of water pressure of up to 200 MPa. A
computer numerical control (CNC) system manages the movement of the nozzle in
3-dimensional directions. A ruby orifice with a diameter of 0.127 mm and a tungsten
carbide focusing tube with diameters and lengths of 0.76 and 76.2 mm, respectively,
were used for all experiments. Figure 1 shows the CNC waterjet machine.

2.3 Experimental Design

The experiment was conducted using a response surface methodology approach.
Overall, five parameters were selected namely water pressure (p), traverse rate (u),
standoff distance (s), number of passes (n) and lateral feed (f ). Initially, a total of 16
experimental runs were conducted based on the first order regression model using a
fractional two-level factorial design. Table 2 shows the setting of the input parameters
and their resultant roughness from the first model.

Later, a second order model was created using Central Composite Design (CCD)
once the substantial parameterswere found. TheCCDmethod is a two-level complete
factorial (2k) design that includes a center point and additional randomly chosen
experiment trials. A total of additional 13 experiments were conducted as shown in
Table 3.
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Table 2 Experimental layout of two-level factorial

Run p (MPa) u (mm/min) s (mm) N (pass) f (mm) Ra (µm)

1 34 1000 10 1 0.2 7.647

2 34 1000 20 1 0.6 2.389

3 69 1000 20 3 0.6 6.63

4 34 500 10 3 0.2 7.824

5 34 500 20 3 0.6 7.824

6 69 500 10 3 0.6 6.221

7 69 500 10 1 0.2 5.683

8 69 1000 20 1 0.2 6.98

9 34 500 20 1 0.2 6.433

10 69 500 20 3 0.2 7.464

11 34 1000 10 3 0.6 5.742

12 34 500 10 1 0.6 2.48

13 34 1000 20 3 0.2 7.465

14 69 1000 10 1 0.6 4.476

15 69 1000 10 3 0.2 5.783

16 69 500 20 1 0.6 6.268

Table 3 Experimental layout of central composite design

Run p (MPa) u (mm/min) s (mm) n (pass) f (mm) Ra (µm)

1 35.3 500 10 1 0.7 4.754

2 33.6 500 10 1 0.5 5.504

3 34 500 10 1 0.6 5.983

4 32.8 500 10 1 0.6 2.655

5 34 500 10 1 0.6 5.983

6 34 500 10 1 0.6 5.983

7 36.2 500 10 1 0.6 6.404

8 34 500 10 1 0.4 7.729

9 33.6 500 10 1 0.7 3.259

10 35.3 500 10 1 0.5 8.234

11 34 500 10 1 0.6 5.983

12 34 500 10 1 0.6 5.983

13 34 500 10 1 0.8 2.104
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Fig. 2 ANN architecture for the surface roughness

In all experiments, orifice diameter and impact angle were kept constant at
0.127 mm and 90°, respectively. The sample was clamped to the machine table.
By applying repeated overlapping water-generated impacts, the nozzle moved in x
and y directions to obtain coverage of the treated area of about 70× 5 mm. The over-
lapping (lateral feed) rate was set between 0.2 and 0.6 mm to ensure a sufficiently
uniform WJP treatment.

The surface quality of cleaned surface was assessed using a surface roughness
instrument (Mahr Marsurf PS1). The average roughness profile of five successive
sample lengths was assessed using the average arithmetic roughness parameters (Ra)
according to EN ISO 4288 standard.

2.4 ANN Model

In the architecture of the ANN, there are three main layers in the model as shown
in Fig. 2. The input layer, which is only one layer, where all input parameters of the
system were fed into that layer, followed by the hidden layers which the number of
hidden layers is optimized and set depending on the performance of the trainedmodel.
Hidden layers are not visible compared to the input and the output layers. Then, the
output layer which consists of the response variable [14]. First, the input data were
scaled and normalized and that is to avoid slow and unstable learning process of the
ANN model. The input from the data was sent to the input layer, where each input
neuron is connected to a new neuron in the next layer, and so on, until it reaches
the output layer. In each neuron, initially a random weight is assigned. Each neuron
has an activation function. Following feed propagation, backpropagation is essential
in this study due to its ability to compute gradients in order to reduce the error by
effectively updating the weights and bias after each cycle from the output layer and
propagating it backwards for each layer to achieve a value closer to the desired output
[9, 12]. The gradient of the error function with respect to the weights of the neural
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Fig. 3 Flowchart of
decision for experimental
work and ANN model

network was calculated using chain rule. The Rectified Linear Unit (Relu) activation
function is used to train themodel, as it computes faster than other common activation
function such as sigmoid etc. Where Relu only activates certain neurons at a time
[15]. To evaluate the performance of the trainedmodel, only three hidden layers were
set to train the model after only 150 epochs and that is to avoid overfitting and high
variance (Fig. 3).

3 Result and Discussion

The Ra for the two-level factorial design and central composite design were deter-
mined to be between 2.85 and 7.57 µm and between 2.104 and 8.234 µm, respec-
tively as shown in Tables 2 and 3. Both experimental designs were combined with a
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total of 29 experimental data to be fed to the ANN model where a 23 experimental
data (80%) and 6 experimental data (20%) were used for the model training and
testing, respectively. The ANN model used 5 input parameters namely water pres-
sure, traverse speed, number of passes standoff distance and lateral feed whereas the
surface roughness was taken as the targeted output.

After training the model, the learning curve from the neural networks is shown in
Fig. 4. It can be observed that the learning curve becomes steady around 3.02 after
80 epochs or iterations. The trained ANN model was achieved after 150 epochs due
to its repeated computations thus minimizing the computational cost of ANN. Table
4 shows the predicted Ra for the testing data involving 6 experimental runs. The
predicted values of Ra are close to the actual values of Ra. Based on the testing data,
the mean square error and the absolute error of the trained model were found to be
3.02 and 1.4, respectively. It can be concluded that that the developed ANN model

Fig. 4 The training and validation accuracy and loss at each epoch

Table 4 Actual Ra VS predicted Ra

p (MPa) u (mm/min) s (mm) n (pass) f (mm) Actual: Ra (µm) Predicted: Ra (µm)

69 1000 10 1 0.60000 4.476 3.6344

34 500 20 3 0.60000 7.824 5.37536

34 1000 20 1 0.60000 2.389 5.08775

34 1000 10 3 0.60000 5.742 5.03079

34 500 10 1 0.80000 2.104 4.00866

34 1000 20 3 0.20000 7.465 7.59611
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is capable of estimating the surface roughness within a reasonable range of error for
the waterjet paint removal process of automotive component.

4 Conclusion

The relationship between the cleaning input parameters and surface roughness in
waterjet paint removal process was determined by developing an ANN model based
on the experiment design according to the response surface methodology approach.
A total of 29 experimental data were used from a combined of two-level factorial
design (16 experiments) and central composite design (13 experiments) the ANN
model. After testing the performance of the model on 6 randomly selected cases
from both experimental designs, the ANN model was found to have an average
of 80% accuracy and 3.02 mean square error. This summarizes that ANN model
can sufficiently estimate surface roughness in waterjet paint removal process with a
reasonable error range.
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Light Path Simulation for Optical Switch
Based on Digital Electromagnetic
Actuators

Thi Thanh Vi Nguyen, Nguyen Duy Minh Phan, Ngo Quoc Huy Tran,
Le Anh Doan, and Quang Truong Vo

Abstract The purpose of this paper is to model the light paths of optical switch
construction based on four discrete positions of the actuator. Specifically, the elec-
tromagnetic digital actuators are used to create the switch because it is comprised
of a mobile part that can switch along the two orthogonal directions and between
4 discrete positions. The principle of the digital actuators and their application in
optical switch is first presented in the model. Then, an algorithm is proposed to vali-
date the different output signals corresponding to the input signal once the actuator
changes its own position. The simulation results of the 2 × 2 and 5 × 5 actua-
tors switch with aiming to study and optimize the design before being fabricated,
showed the effectiveness of the proposed method related to the configurations of
digital actuators.

Keywords Optical switches · Fiber optical switches · Electromagnetic digital
actuators · 4 discrete positions

1 Introduction

In order to increase the bit rate and implement new protocols in communication
networks, the optical switch will gradually replace the core switch. Some of the
typical researches on the manufacture of the optical switch have been published in
recent years. Reyne et al. [1] have developed an assembly of several elementary
optical switches to generate a network that permits reducing input signals but still
guaranteeing the number of output signals. The elementary modules correspond to
the optical switch developed by Maekoba et al., [2]. The input and output optical
fibers are positioned around the assembly.When amovingmirror is in a high position,
the optical signal from the input fiber is reflected back to the output fiber placed in
the axis of the activated actuator. Hoffman et al., [3] have designed an optical switch
network based on a vertical comb-drive actuator which allows a vertical movement

T. T. V. Nguyen (B) · N. D. M. Phan · N. Q. H. Tran · L. A. Doan · Q. T. Vo
The University of Danang- University of Technology and Education, 48 Cao Thang,
550 000 Danang, Vietnam
e-mail: nttvi@ute.udn.vn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022

I. M. Khairuddin et al. (eds.), Enabling Industry 4.0 through Advances in Mechatronics, Lecture Notes in

Electrical Engineering 900, https://doi.org/10.1007/978-981-19-2095-0_3

21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2095-0_3&domain=pdf
mailto:nttvi@ute.udn.vn
https://doi.org/10.1007/978-981-19-2095-0_3


22 T. T. V. Nguyen et al.

of up to 300 µm with an anisotropically etched comb-drive. With a high position,
an optical signal can reflect through a mirror that is placed on a moving comb.
With a bottom position, an optical signal passes through over the mirror. In [4], Jie
et al., presented a 8 × 8 optical switches that uses the torsion beam electrostatic
actuators. The 8× 8 optical switch development is also proposed in [5]. This switch
includes a MEMS-based silicon micro-mirror array and a solenoid-based bi-stable
mini - actuator array. Usually, the literature listed above has two main directions:
an optical signal can be reflected by a mirror, or an optical signal goes through
the mirror. From the point of view of the optical switch, we focused on an optical
switch using 4-positions digital actuator. This leads to obtaining a lot of input/output
signals compared with other technologies. Furthermore, a low cost due to energy
savings during the displacement of the actuator to different positions when it is
compared with another approach, typically, the core switch. In litterature, there are
many studies proposing the physical designs for optical switch based on the digital
actuators [6–12]. However, few researchers have addressed the problem of light path
simulation in designing the optical switch bases on digital actuator. The contribution
of this paper lies in modeling light paths of optical switch construction based on the
digital actuator. This simulation allows to us determine the optimal parameters as
wavelength and energy of input signal provided for optical switch. The simulation
result shows the effectiveness of the proposed model.

This paper is organized as follows: Sect. 2 presents the operating principle of the
actuator and the steps to generate a network of optical switches. Section 3 introduces
the algorithm for light path simulation and its application for an 2 × 2 and 5 × 5
digital actuators optical switch. Section 4 shows the simulation results. Section 5
draws the conclusion and future work.

2 Background

2.1 Working Principle of the Actuator

In this work, a digital actuator with 4 discrete positions was studied [13]. As depicted
in Fig. 1, the actuator is comprised of a Mobile Permanent Magnet (MPM) that is
located in a square cavity, and 4 Fixed Permanent Magnets (FPMs). The holding
effect is established magnetically with FPMs placed at each side of the MPM. Each
MPM can move independently along the 2 orthogonal axes (x and y-axis). In fact,
it can be at any of the 4 discrete positions thanks to the electromagnetic and the
magnetic forces respectively. The Lorentz is used to switch the MPM between the
4 discrete positions. The Lorentz force is applied to the 2 axes due to the interplay
between the wire’s current and the magnetic flux density of the MPM. This Lorentz
force is determined by the left hand rule. For example, in case the position of MPM
is at (−x, +y) and the current passed through -y-axis direction of wire, the force
acting applied on the wire will be in –x direction because the flux density is in the
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Fig. 1 4 discrete positions digital actuator adapted from [13]

+z direction. When a second current passes through the +x direction of the wire, a
Lorentz force is exerted on the wire in the –y direction which leads to an opposite
force applied on the +y direction of MPM. Thanks to this force, the holding effect
will be improved in minimizing the straightness errors.

2.2 Optical Switch Design

On top of the MPM, a prismatic mirror with 2 reflecting surfaces is attached. One
input fiber is located in front of the prismatic mirror in order that the reflection of the
input optical signal is directed to one of the 4 output fibers depending on the MPM
discrete position. While one collimator is used at the input signal stage in order to
produce a collimated transmitted beam, the other 4 are employed at the 4 output
fibers to couple the parallel-transmitted beam into the fiber core. Figure 2 shows the
4 states in which the input light signal is switched respectively to one of the 4 outputs
[13, 14].

An elementary actuator can be employed to form an N × N optical switch. The
Fig. 3 presents an application of a system including 4 actuators to develop an 2 × 2
actuators optical switch.
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Fig. 2 Optical switch
diagram

Fig. 3 2 × 2 digital
actuators optical switch

3 Light Paths Simulation of Digital Actuators Optical
Switch

In this section, the algorithm for light path simulation of the optical is proposed from
the modelling of elementary actuator. This model will be applied for simulating the
light paths of an 2 × 2 and 5 × 5 digital actuator optical switch. From given input
values such as input optical signal, the position of actuator and the position of mirror,
this model enables us to determine the output signal as well as the light paths through
the optical switch constructed by 4 elementary actuators.
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Fig. 4 a 4 discrete positions of actuator b 2 positions of mirror

3.1 Modelling of Elementary Actuator

The 4 discrete positions of the digital actuator are shown on Fig. 4. The digital
actuator (in cyan) can be displaced at 4 different corners in the square cavity (in
green), which corresponds to the 4 discrete positions of the actuator (Fig. 4a). To
facilitate programming, each position of the actuator is labeled from 1 to 4. For
example, if the actuator is at the bottom left of the square cavity, it corresponds to
position number 1. A vertical mirror with 2 reflective faces is fixed at +45 or −45°
corresponding to the position 1 or 2 (Fig. 4b).

It is worth noting that the input/output optical signals related to a reflection of
mirror are identified depending on the positions of actuator (1, 2, 3, 4) and the
positions of the mirror (1, 2). The two 4 × 4 matrices A = (ai,j) and B = (bi,j) are
the matrices of input/output optical signals corresponding the position of mirror 1,
2 respectively. Each matrix row is corresponding to each position of actuator. For
example, in case of position of actuator 1 and position of mirror 1, the input/output
optical signals are at 1, 3, 6, 8. The algorithm shown in Fig. 6 is used to determine
the output optical fiber from the set of input data. The input data is represented by
F = [f11, f12, f13] with f11, the input optical signal; f12, position of actuator and f13,
position of mirror.

3.2 Application for 2 × 2 and 5 × 5 Digital Actuators Optical
Switch

The algorithm proposed (as depicted in Fig. 6) for an elementay actuator will be
applied for a 2 × 2 and 5 × 5 digital actuators optical switch. The 2 × 2 digital
actuators optical switch is created by integrating 4 elementary actuators (Fig. 5b).
The label of the input/output optical signals is defined by 2 digits, the first digit
presents the actuator order, the second presents an input–output optical fibers order.
The modelling of light paths for 2 × 2 optical switch array is developed easily from
the algorithm for the elementary actuator modelling when the output of the previous
actuator is also the input of the current actuator. The 5 × 5 digital actuators optical
switch is created by integrating 25 elementary actuators. The label of the input/output
optical signals for 5 × 5 digital actuators array is numbered in the same way as the
2 × 2 one. The numbering for each input/output is given in Fig. 7.
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Fig. 5 a Input/output of elementary actuator b Input/output of 2 × 2 actuators

Fig. 6 Algorithm for light path modelling of an elementary actuator
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Fig. 7 Input/output of 5 × 5
actuators

4 Results and Discussion

The light path modelling is shown on the graphic model programmed in Matlab
(Fig. 8). The square with a green color is a square cavity that contains a MPM. The
square with a blue color is a MPM of the actuator. A red color line and inclined at
an angle of ±45º, it is a mirror. The lines with a black color are optical fibers while
the red line are optical signals and optical paths.

For each input signal, the path of the reflected light (red line) through the mirror
reaches an appropriate location. In Fig. 8a, the input signal from the optical fiber 3
will be sent to the mirror of digital actuator 2, the mirror of actuator 1, the mirror
of actuator 3, the mirror of actuator 4 and finally the output signal is terminated at

Fig. 8 Modelling of optical path of an 2 × 2 actuators switch
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Fig. 9 Modelling of optical
path of an 5 × 5 actuators
switch

the optical fiber 8 of actuator 4. The Fig. 9 shows the light path through the mirror
of actuator in the 5 × 5 actuators. The signal from the optical fiber 6 will be sent to
the mirrors of actuator 11, 12, 17, 18, 13, 14, 19, 24 and the output signal is at the
optical fiber 8 of actuator 25.

By validating visually the light paths inside the optical switch via the simulation
results of two types of 2× 2 and 5× 5 actuators, all the output signals are predicted
correctly by the proposed algorithm when there are input signals going through the
actuator switch. Thanks to this model, we can determine the number of mirrors that
the light has reflected through and therefore estimate the required wavelength of
input signal should be applied to pass through the desired mirrors as well as the
energy needed to provide for the optical switch.

5 Conclusion

In this paper, the light path simulation of an optical switch based on the electromag-
netic digital actuators has been presented. An algorithm for modelling light path is
firstly developed for the elemetary actuator and then applied for the 2× 2 and 5× 5
optical actuators by integrating 4 or 25 elementary actuators respectively. The obtain
results have confirmed our algorithm. The simulation of light paths so far have been
very promising and allows for studying and optimizing the optical switch design. In
the future, this model will be upgraded for modelling an N × N actuators optical
switch and optimizing the switch design to shorten the switching time as well as the
energy consumption.
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An Application of Charge-Coupled
Device (CCD) Tomography System
for Gemological Industry - A Review
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Abstract Charge-Coupled Device (CCD) is a semiconductor chip with a light-
sensitive sensor. The CCD has been used in many fields of engineering, including
astronomy, medical sciences and processing. CCD is capable to detect light sources
and convert this analogue signal into electrical signal. CCD is an integrated circuit
that contains a large number of small photo elements with high sensitivity to light
energy. The main focus of this research paper is on the review of CCD basic oper-
ating principle and construction, CCD characteristic, and the application of CCD in
tomography system. The potential use of CCD in the gemological industry is also
highlighted in this paper. Gemology is one of the important industries that consid-
ered profitable and crucial that deals with precious stones. This industry is in need
of standardized grading valuation of gemstones as the current technique is prone to
errors. An approach to the standardized grading technique is proposed where CCD
tomography is used to detect and analyze the light distribution characteristic in ruby
stones.

Keywords Charge-Coupled Device (CCD) · Gemology · Light distribution ·
Ruby · Tomography

1 Introduction

Since the 1980s, Charge-Coupled Devices (CCDs) have been the most widely used
high-performance imaging detector in almost all scientific and industrial imaging
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applications [1]. In today’s industries, the CCD sensor is a multipurpose electronic
component that is in high demand. This type of sensor is unique in its architecture
design, since it is made up of thousands of very small sensors that are very respon-
sive to light sources [2]. It is extensively used in optical imaging, target tracking,
and other products due to its wide spectral response, large dynamic range, high
sensitivity, low power consumption, shock resistance and anti-electromagnetic inter-
ference capabilities. With this special characteristic, CCD is used as core imager
components in resource satellite, ocean satellite and also meteorological satellite
[3]. CCDs are also utilized in medical applications, particularly in X-ray tomog-
raphy systems. X-ray tomography systems provide extremely high-resolution image
reconstructions, which are critical in the medical industry since a clear and correct
image output is important. Nowadays, CCD tomography systems are widely used
in process industries for plant monitoring purposes because this system provide a
non-intrusive and non-invasive inspection technique. CCD tomography system is
also known as a hard-field sensor system because CCD sensor only depends on the
change of the light attenuation or absorption. Aside from that, CCD sensors are
resistant to electrical noise and interference, have a high resolution, and operate at
a high speed. Many studies have been conducted on the analysis and monitoring of
multiphase flow, solid contamination, sewerage blockage, and object measurement
using CCD tomography systems.

The primary goal of this research paper is to provide an overview of CCD basic
operating principles and construction, CCD performance criteria, and CCD appli-
cations in tomography systems. This paper also discusses the potential applications
of CCD tomography in the gemological industry. The scientific study of gems is
known as gemology [4]. Gemstones are natural inorganic minerals which have been
mined and valued since prehistoric times as precious stones in jewelry or adornment
[5]. The gemology sector is tremendously profitable, but it is far more complex than
many other industries, such as iron, silver, or gold, because the quality of the gems,
particularly the high-demand gems such as ruby, diamond, and sapphire, do not
depend solely on carat weight or purity. With many artistic, subjective, and cultural
factors in grading techniques, the relevance is dependent on amuchmore complicated
quality [6].

2 Basic Operating System of CCD

A CCD is a type of image detector that comprises of an array of pixels that generate
potentialwells fromapplied clock signals in order to store and transfer charge packets.
The charge packets for most CCDs consist of electrons created by the photoelectric
incident photons or the internal dark signal. These pixels are definedbygate structures
on the silicon surface. A time variable voltage sequence is supplied to these gates in
a certain pattern, which moves the charge physically to a charge-to-voltage converter
output amplifier. The output sequence of voltages is converted into a two-dimensional
(2D) digital image by external electronics (typically a computer) [1].
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Although the CCD’s early promise as a memory element has faded, its superior
ability to detect light has made it the industry’s standard image sensor technology.
Its light sensitivity was immediately exploited for imaging applications, resulting in
a tremendous revolution, particularly in the field of astronomy [7]. Linear CCDs, in
which one row of pixels is transferred to the output, and matrix CCDs, in which the
bottom row is always entirely pushed out when all columns are shifted down by one
pixel, are the two types of CCD sensors [8].

The underlying principle is based on the movement of electrical charge. A Metal
Oxide Semiconductor (MOS) capacitor serves as the sensor for this component.
When light strikes the CCD’s surface, photon charges attract an electron charge,
causing it to depart from its covalence band. The number of electrons created is
relative to the quantity of photons reaching the detector’s glass. The electrons will
then be moved to the next sensor until the last sensor is reached. The data from the
last sensor will be sent to the computer, which will process it and create an image
reconstruction [2]. The number of electrons producedwas proportional to the number
of incident photons [2].

There are many types of CCDs invented where every type of CCD has their own
function that can suit in certain application. For process industries application, it is
usually low cost and comprises two types of sensor: color CCD and monochromatic
CCD. Color sensors are typically found in video and photographic cameras, whereas
monochromatic sensors are found in facsimile machines and scanners. In 1991,
researchers discovered that CCD Linear sensor with color scheme had drawbacks.
Because the CCD needs to scan three times for three different colors [2], this color
CCD Linear Sensor requires a large memory for output signals.

There are several types ofmonochromaticCCDsensors, eachwith its own function
that can be used in a specific function. For example, CCD ILX551 andCCD ILX551A
are monochromatic CCD sensors. The main features of the CCD sensors ILX551A
and ILX511, as shown in Fig. 1, differ slightly. CCD ILX551A has a smaller pixel
thanCCD ILX511with 14× 14marea, although having the samenumber of effective
pixels. Moreover, both CCDs have a high efficiency, but the CCD ILX551A has a
higher maximum frequency of 5MHz than the CCD ILX511, which has a maximum
frequency of just 2 MHz. As a result, the CCD ILX551A can send and receive
more data in less time. Above all, the CCD ILX511 is designed to be used for bar

Fig. 1 CCD sensor ILX551A (left) [11] and ILX511 (right) [12]
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code point-of-sale (POS) hand scanner and optical measuring equipment where these
devices do not require higher accuracy [9]. While for CCD ILX551A is designed to
be used for facsimile, image scanner and optical character recognition (OCR) which
obviously need greater accuracy and efficiency [10].

Researchers might explore a variety of criteria in order to improve CCD perfor-
mance. In general, when it comes to CCD performance, there are seven criteria
to consider. Quantum Efficiency (QE), signal noise per ratio, spectrum sensitivity,
transfer efficiency, spatial resolution, blooming, and the dark current are the criteria.
CCD is considered to have a high fraction of Quantum Efficiency (QE), ranging from
40 to 90% [13], when compared to other optoelectronic sensors. CCD has a typical
wavelength range of 400 to 1000 nm. This range encompasses the visible spectrum
as well as a major part of the infrared spectrum [14]. In today’s market, CCD sensors
come in a variety of sizes, each with a different level of spatial resolution. Blooming
can occur when CCD is exposed to high-intensity light sources or intense illumi-
nation. Another factor that influences CCD performance is dark current. Even if
the sensor is positioned in a dark area, dark current will occur when the signal is
recognized [13].

Based on previous literature review, this proposed fundamental research is capable
to provide a standardized quantitative grading valuation of gemstones via CCD
tomography approach. Light reflection from the gemstone will strikes onto the CCD
surfaces. This light source will be converted into an electrical signal which is in
voltage output value. The CCD voltage output represents the light intensity value of
ruby stone. CCD pixel will collect photon charges received from the light. The more
photon charges received by CCD, the higher the transparency of gemstone [15].

3 Applications of CCD

Smith and Boyle, who were the inventor of this sensor, used CCD in solid-state
cameras at an early point in its development from 1970 to 1975 [2, 16, 17]. These
CCDs were also used in broadcast television [2]. This sensor was first used in the
field of astronomy in 1983. Then, several large corporations began to manufacture
this type of sensor to meet the needs of astronomy technology [3]. CCD cameras
used in astronomy are expensive. To obtain an image of outer space, astronomical
engineers typically employed area arrays of CCDs. The greatest CCD size recently
recorded is installed on a 6′′ wafer size [2]. The application determines the essential
principle of detecting an object using a CCD. In the area of astronomy, for example,
the area arrayCCD is used to identify stars, planets, ormeteors frommillions ofmiles
away via light reflection. So, the actual principle is to detect a bright light spot while
the background of the unspotted area is dark. This is how it uses CCD to detect the
presence of stars [2]. Then, in 1991, CCD became popular in the photographic world.
Many digital cameras using CCD technology that create high-resolution photos have
been released. A CCD used in a digital camera is less expensive than one used in a
telescope. Furthermore, its pixel properties and sizes differ since they are determined
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by consumer preferences [2]. CCD guarantees a more compact, high-quality image,
and perhaps even more efficient camera [16, 17].

Modern space X-ray astronomy detection techniques have advanced significantly
in the direction of low noise, low power, and huge scale. Because it outperforms
conventional high-energy particle detectors in terms of both energy and spatial reso-
lutions, the X-ray charge-coupled device (CCD) has a wide range of applications in
theX-ray astronomyfield [18]. CCD technology is also employed inX-rayComputed
Tomography (CT). Since it can provide morphological and physical information
about the interior structure of the investigated sample, X-ray CT is one of the most
powerful non-destructive testing techniques for full-volume inspection of an object.
CCDs are combined with other components to achieve digital radiography for x-ray,
such as aCCDcamera coupledwith a taper formicro-CT, aCCDcamera coupledwith
a fan of coherent optical fiber ribbons (multi-slice linear detector) and a scintillating
screen seen by aCCD camera (cone-beamCT) [19]. The recent advancement of CCD
based optical Computed Tomography (optical CT) scanners has enabled rapid and
low-cost three-dimensional (3D) gel dosimetry for current radiation applications.
CCD based optical CT can acquire the entire plane of data at each step and quickly
provide a complete 3D dosage distribution [20]. One of the scanners developed is
the CCD lasers range scanner (CCD-LRS) method, which is capable of recording
both geometric and color information, thus improves scanning and tracking accuracy
[21]. CCD scanners are widely used in medical field such as the MRI scanner [22].

The most common application of CCD is as an optical displacement sensor [17,
23], surface detection sensor [25], thickness detection sensor [26] and object detec-
tion system [14]. Because CCD cameras have excellent precision for 2D image
measurement and lasers have tremendous precision in the axial direction, Z. Fei
et al. [13] concluded that the best combination is laser and CCD cameras. According
to Yang Ni et al. [13], the combination of CCD and laser has facilitated the develop-
ment of thickness detecting tools with high sensitivity, exact accuracy, and reading
distance stability. These circumstances demonstrated that the best transceivers for
opaque object measurement technologies are CCD and laser diode. In comparison
to solid items, light may penetrate more through transparent objects. Because light
intensities obtained by CCDmay not differ considerably, it may be difficult for CCD
to detect transparent objects. J. Jamaludin et al. [27, 28] developed the OPT system,
which detects moving air bubbles in crystal-clear water. In crystal-clear water, this
CCD tomography system can reconstruct a cross-section image of the moving item
with multiple low opacities.

4 Applications of CCD in Gemological Field

The science of gems is known as gemology. People involved in gem analysis, from
amateurs to professional gemmologists, such as archaeologists, art historians, conser-
vators, mineralogists, and gem merchants, have a difficult challenge. They must
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not only comprehend the fundamentals of numerous sciences (mineralogy, crys-
tallography, geology, chemistry, physics, and sometimes biology), but they must
also consider economic factors [29]. The study of gems starts from the analysis
of their chemical composition, determining whether they are natural or “artificial”
(i.e., imitation, or synthetic), screening for enhancing treatments, grading and some-
times determining their geographic origin. In addition, all the information should
be gathered by utilizing non-destructive and non-invasive procedures. When such
diamonds are placed or inserted in jewels or artworks, their analysis becomes more
complicated. Where in collections and museums, the gems and jewels to be tested
are conserved, due to their great value, it is frequently not possible to remove them
and to prevent any damage, such gems will therefore require in situ identification
techniques. As a result, it is critical that the gemmologist handling the stones be
professionally trained in the various ways of identification while considering all of
the aforementioned scenarios and duties [29].

For an example, ruby depends on the quality and value of the combination; carat,
cut, color and clarity. Excluding carat, the other parameters still require the presence
of experienced gemmologists [30] in deciding on the value and quality of the ruby
stone. This is because these three criteria are incredibly difficult to distinguish by
the human vision [31]. Many gemological tools are used to distinguish or measure
these characteristics [32]. Haüy (1817) and his colleagues began the development
of gemology as a contemporary science. Many gemological instruments like the
refractometer and polarizing filters were invented throughout the nineteenth century
(at the time,made of gem tourmaline). These two equipment examples remain critical
for gemological identification [33].

The International Gem Society claimed that the necessary instruments in the
laboratory for gemology includemagnifying the gemusing a loupe and amicroscope,
a refractometer for measuring the refraction index, birefringence and the optical
sign for gems, a dichroscope, a polariscope and a spectroscope. These instruments
are commonly used in conjunction with other tools, such as the eyes, the diamond
detector, and hardness sets [32]. Many researchers came out with more advance tools
in detecting the grading value of gemstones.

In previous studies, the relevance of ruby stone being graded based on its clarity
was emphasized. By capturing them in a fixed setting, the clarity of the various
ruby stones was assessed and then each one of them was analyzed based on the
acquired image. The authors of in other publications investigated the color of several
rubies and analyzed the composition and the components of stones [34]. As the
earlier approaches are prone to human error, further advancing techniques such as
Raman spectroscopy and photoluminescence (PL) are introduced to identify the
color variation of gemstones with better and more dependable findings [35]. The
approach of grading is also proposed by Tariwong et. al using the X-ray micro-
CT scan in which the interior part of the rubies is analyzed. Synthetic and treated
gemstones are often seen in the trading markets as imitating high-quality gemstones,
which cause scams and big losses to consumers. However, identifying instruments
are generally huge, heavy and costly, while detecting tools require experience and
operational expertise in order to prevent misleading results [36]. These tools depend
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mostly on humanvision and are prone to inaccuracy [37].Moreover, these established
measuring instruments cannot perform standardize ruby stone measurements, since
the instruments cannot distinguish between different degrees of optical properties
(crystal clearness and color).

4.1 Research Background

In this paper, an idea of designing the standardized system for grading the gems
specifically on the ruby stone is proposed. The study on the light characteristic of
ruby stone is conducted and the concept of the CCD is applied in this research.
The light of ruby stone will hit onto the CCD sensor when the laser is transmitted
and passes through that ruby stone. The CCD sensor analyses the received light
and converts it into to voltage. The system will be designed with the Arduino Nano
Microcontroller. The final voltage value will be shown on the computer. The whole
process is illustrated in the block diagram in Fig. 2.

The light is moving across a transparent particle with three consequences: absorp-
tion, reflectance and dispersion (neglected due to its complex mathematical model
and the fact that the particle size of interest is much greater than the wavelength of
the incident light) [38]. Energy loss occurs when light passes across an interface of
light reflection. The incidence angle of the incident ray increases, reflecting a bigger
proportion of light. This reflection reduces the amount of light that is emitted by the
particle.

Light attenuation is a process in which light is absorbed and subsequently trans-
formed into energy when travelling through a substance. The output light intensity

Fig. 2 The overall block diagram of the CCD system
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Table 1 CCD voltage output
and laser light intensity in off
and on mode

Condition of laser CCD voltage output (V) Light intensity

Off 4.7419 0

On 1.8142 1

Table 2 CCD voltage output
and laser light intensity in
different situation of light
propagation

Situation of LIGHT
PROPAGATION

Light intensity CCD voltage Output
(V)

Air/Ruby 0.8072 2.3787

is attenuated exponentially by the object density along the optical path according to
the law of Beer Lambert.

A linear CCD image sensor senses the shadow that falls onto the sensor if a
collimated light is sent straight to a CCD linear image sensor. In line with the amount
of light in the CCD sensor, the light intensity is transformed into voltage.When there
is no object in the system, the saturation voltage is achieved (Vsat). In any situation,
the reflection on the front of the picture sensor is overlooked [8]. Table 1 shows the
theoretical value of CCD voltage output in the laser condition off and on and their
respective light intensity. The CCD voltage output is the reference value from the
previous research, whereby a clear water pipeline is used to transmit the light [27].

The laser intensity is proportional directly to the output of the CCD voltage. The
following equation interprets the relationship between the light intensity and the
CCD voltage output.

V = −4.5497I + 4.7419 (1)

The following table illustrates the theoretical value of the light intensity when the
light enters the ruby by the air and the theoretical value of CCD voltage generated.
According to Table 2, when a system comprises light intensity and a CCD voltage
without a single object, it is demonstrated that the voltage output is higher. The
repeated absorption and reflectance process of the laser light results in an increased
voltage output [27].

5 Conclusion

CCD is proven as one of the best imaging detectors that have been used widely in
various industries with its ability to detect light and convert it into useful data for
image reconstruction. With this important qualification, CCD can detect the internal
activity of a system non-intrusively and non-inclusively that will not disturb the
internal environment of a system [39]. Gemology industry is a crucial industry that
deals with high price and valuable gems and needs a standardized grading technique
to determine the gem grades without any error. A research on the grading of ruby
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gemstone using CCD is proposed based on the characteristic of light distribution
in the ruby stone. Based on the theoretical value obtained from the calculation, the
voltage value is greater when there is an object in the system compared towhen object
is absence. Hence, the CCD can possibly be a good choice in building a standardized
grading system for gemstones, especially for ruby, based on the light distribution
characteristic.
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Prediction of Abrasive Waterjet
Machining of Sheet Metals Using
Artificial Neural Network

Nur Khadijah Mazlan, Nazrin Mokhtar, M. A. Gebremariam,
and Azmir Azhari

Abstract High pressure waterjet technology has received a wider acceptance for
various applications involving machining, cleaning, surface treatment and material
cutting. Machining of soft and thin materials with acceptable cutting quality requires
a relatively low waterjet pump capacity typically below 150 MPa. The present study
attempts to predict the surface roughness during the waterjet machining process for a
successful cutting of sheetmetals using low pressure. Artificial neural networkmodel
was used as themethod for prediction. TaguchimethodwithL36 orthogonal arraywas
employed to develop the experimental design. A back-propagation algorithm used
in the ANN model has successfully predicted the surface roughness with the mean
squared error to be below 10%. This summarizes that ANN model can sufficiently
estimate surface roughness in the abrasive waterjet machining of sheet metals with
a reasonable error range.

Keywords Waterjet cutting · Abrasive waterjet · Surface roughness · Artificial
neural network · Sheet metal

1 Introduction

High pressure waterjet technology is a relatively new process that can be used for
machining, material removal, cleaning and surface treatment of various materials
[1]. Many studies have been reported to explore the influence of the major abrasive
waterjet (AWJ) machining process parameters on the cutting quality. In the study,
AWJ is clearly versatile as it can cut through a wide range of material, environmen-
tally friendly as there are no harmful fumes are produced, capable of thin material
cutting and lastly no thermal distortion on the workpiece [1]. Generally, the Abrasive
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waterjet machining technique can produce complicated parts with excellent preci-
sion and accuracy [2, 3]. Machining of sheet metals requires a relatively low waterjet
pump capacity usually less than 150 MPa [4, 5]. This pressure range is sufficient
to machine soft and thin materials with acceptable cutting quality [5]. In previous
studies involving low waterjet pressure application, it has shown the feasibility to
drill dolomite rock up to a depth of 70 cm at a pressure of 35MPa [6]. Furthermore, it
was found that low-pressure pre-mixed abrasive waterjet machining process can also
successfully machine composite materials [7]. Therefore, the application of AWJ
machining at low-pressure is worth to explore especially for thin sheet metals due
to its wide industrial usage. Furthermore, it is also crucial to predict the waterjet
machining process for a successful cutting of sheet metals using low pressure in
industry.

Artificial neural network (ANN) is a type of computing system by learning from
previous experimental results to predict future results. It consists of various artificial
neurons that operate like synapses in the biological brain, transmitting messages to
the other linked neurons [8]. The input of one node is derived from the output of
another node thus allowing data flows across the network of nodes and layers [8].
Because of its ability to simulate such nonlinear and complex relationships, ANN
was found to be an excellent tool for expressing the link between the parameters and
the surface roughness. As a result, using ANN in this study is a sufficient strategy for
predicting surface roughness after cutting. Many studies have shown that ANN can
be used to forecast the surface finish in a variety of machining techniques [9–12], but
there is little literature about their application in the abrasive waterjet machining of
sheet metals. Furthermore, as the number of machining factors increases, applicable
experimental procedures require many trials. Çaydaş & Hasçalik [13] employed
an ANN approach to develop a prediction model during AWJ machining process of
aluminiumalloy 7075-T6utilizing aTaguchi design of experimentwithL27 orthognal
array. Madara et al. [8] also predicted the surface roughness during AWJ cutting of
Kevlar 49 composite using an ANN model with experimental data from Taguchi’s
L9 orthogonal array. Furthermore, Pappas et al. [14] performed a prediction model of
surface quality features in AWJ machining of steel sheets using a hybrid modelling
technique based on the Taguchi method and ANN. In all previous studies, it was
found that the final prediction models using the ANN approach were able to verify
the experimental results with acceptable accuracy of an error below 10%. Hence, the
ANN approach can be conveniently applied to make a prediction in AWJ machining
process of other materials. The present work uses an ANN model to predict the
surface roughnes during AWJ machining of sheet metals at low cutting pressure by
utilizing experimental data from Taguchi’s L36 orthogonal array.
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2 Experimental Work

2.1 Equipment

A commercial waterjet cutting machine was used for the entire experiment. It uses
an air-driven liquid pump with a capacity of water pressure of up to 200 MPa. A
computer numerical control (CNC) system manages the movement of the nozzle in
3-dimensional directions. A ruby orifice with a diameter of 0.127 mm and a tungsten
carbide focusing tube with diameters and lengths of 0.76 and 76.2 mm, respectively,
were used for all experiments.

2.2 Experimental Design

The experiment was conducted using Taguchi method. Overall, four machining
parameters were selected namely water pressure (p), traverse rate (u), standoff
distance (s) and abrasive flowrate (g). Additionally, the type of material is also
selected as another control factor in the Taguchi’s design of experiments. With a
total of five control factors, consequently, a L36 orthogonal array with 36 rows which
corresponds to the number of experiments was chosen. Table 1 shows the experi-
mental layout using the L36 orthogonal array and their measured surface roughness
(Ra) values.

The workpiece was prepared by cutting commercially available sheet metals of
stainless steel 304 and T2 pure copper as received. Both sheet metals have a thickness
of 1 mm. In all experiments, orifice diameter and impact angle were kept constant at
0.127 mm and 90°, respectively. The sample was clamped to the machine’s cutting
table. The machining parameters were set to the intended levels according to the L36

orthogonal array for each experimental run. Once all the parameters were set to their
respective levels, then the test samples were through cut with a slot length of 30 mm.

The surface quality of cleaned surface was assessed using a surface roughness
instrument (Mahr Marsurf PS1). The average roughness profile of five successive
sample lengths was assessed using the average arithmetic roughness parameters (Ra)
according to EN ISO 4288 standard.

2.3 ANN Model

In the architecture of the ANN, there are three main layers in the model as shown in
Fig. 1. The input layer where all input parameters of the system were fed into that
layer, followed by the hidden layers which were not visible compared to the input
and the hidden layers. Then, it went to the output layer which consists of the response
variable [15]. The input from the data was sent to the input layer, where each input
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Table 1 Experimental design using L36 orthogonal array

Experiment no. Material p (MPa) u (mm/min) s (mm) g (g/min) Ra (µm)

1 Stainless Steel 69 5 3 9 3.087

2 Stainless Steel 103 10 6 36 3.676

3 Stainless Steel 138 15 9 45 4.665

4 Stainless Steel 69 5 3 9 3.056

5 Stainless Steel 103 10 6 36 3.593

6 Stainless Steel 138 15 9 45 4.745

7 Stainless Steel 69 5 6 45 2.614

8 Stainless Steel 103 10 9 9 3.123

9 Stainless Steel 138 15 3 36 4.419

10 Stainless Steel 69 5 9 36 2.754

11 Stainless Steel 103 10 3 45 3.826

12 Stainless Steel 138 15 6 9 4.820

13 Stainless Steel 69 10 9 9 3.462

14 Stainless Steel 103 15 3 36 3.189

15 Stainless Steel 138 5 6 45 4.843

16 Stainless Steel 69 10 9 36 2.506

17 Stainless Steel 103 15 3 45 3.519

18 Stainless Steel 138 5 6 9 4.918

19 Copper 69 10 3 45 3.469

20 Copper 103 15 6 9 3.564

21 Copper 138 5 9 36 4.630

22 Copper 69 10 6 45 3.613

23 Copper 103 15 9 9 3.157

24 Copper 138 5 3 36 4.158

25 Copper 69 15 6 9 3.193

26 Copper 103 5 9 36 4.123

27 Copper 138 10 3 45 4.101

28 Copper 69 15 6 36 2.870

29 Copper 103 5 9 45 4.090

30 Copper 138 10 3 9 4.928

31 Copper 69 15 9 45 3.212

32 Copper 103 5 3 9 3.936

33 Copper 138 10 6 36 4.476

34 Copper 69 15 3 36 2.944

35 Copper 103 5 6 45 4.387

36 Copper 138 10 9 9 6.389
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Fig. 1 ANN architecture for the surface roughness

neuron was connected to a new neuron in the next layer, and so on, until it reached the
output layer. In each neuron, initially a random weight was assigned. Each neuron
has an activation function. Following feed propagation, backpropagation was used
to compute gradients in order to reduce the error by effectively updating the weights
and bias from the output layer and propagating it backwards for each layer to achieve
a value closer to the desired output. The gradient of the error function with respect
to the weights of the neural network was calculated using chain rule.

3 Result and Discussion

The Ra for the experimental layout with the L36 orthogonal array were found to be
between 2.506 and 6.389 µm as shown in Table 1. The ANN model used five input
parameters namely material, water pressure, traverse speed, standoff distance and
abrasive flowrate whereas the surface roughness was taken as the targeted output.
All networks were feed-forward backpropagation models trained with the Levenberg
Marquardt algorithm. All 36 experimental data to be fed to the ANN model where
26 experimental data (70%) were used for training, and 5 experimental data (15%)
each were used for validation and testing, respectively.

After training the model, the learning curve (i.e., iteration number versus mean
squared error) from the neural networks is shown in Fig. 2(a). It can be observed
that the learning curve becomes steady after 18 epochs or iterations. The trained
ANN model was achieved quickly thus minimizing the computational cost of ANN.
Furthermore, themean squared error forRa is observed to be below10% thus showing
the well-trained network model can give a high level of accuracy in predicting the Ra

[13]. Figure 2(b) shows 5 experimental data for testing with coefficient of determina-
tion (R2) 0.99915 and Fig. 2(c) shows the comparison ofRa between the experimental
and predicted data. Based on the model fitness, the coefficient of determination (R2)
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was found to be 0.961. This shows that there is a good correlation between the exper-
imental and predicted data for the Ra. It can be concluded that that the developed
ANNmodel is capable of estimating the surface roughness within a reasonable range
of error for the abrasive waterjet machining of sheet metals (Table 2).
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Table 2 Actual Ra VS Predicted Ra

Material p (MPa) u (mm/min) s (mm) g (g/min) Actual Ra (µm) Predicted Ra
(µm)

Stainless Steel 69 5 3 9 3.087 3.087

Stainless Steel 103 10 6 36 3.676 3.593

Stainless Steel 138 15 9 45 4.665 4.745

Copper 69 10 3 45 3.469 3.450

Copper 103 15 6 9 3.564 3.564

Copper 138 5 9 36 4.630 4.630

4 Conclusion

The relationship between the input parameters and the surface roughness during the
abrasive waterjet machining of sheet metals was determined by developing an ANN
model based on the Taguchi experiment design. A total of 36 experimental data
were used from L36 orthogonal array. The ANN model was found to produce a high
level of prediction accuracy with the mean squared error for the surface roughness to
be below 10%. This summarizes that ANN model can sufficiently estimate surface
roughness in the abrasive waterjet machining of sheet metals with a reasonable error
range.
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You Are Too Loud! Classification
of Psychological Conditions for Stress
Detection System Using Galvanic Skin
Response

Amirul Aidy Amiruldin and Aimi Shazwani Ghazali

Abstract Stress is the most common mental health problem nowadays and the
number of people who suffer due to this condition rises drastically. In identifying
human psychological states, the project is dedicated to develop a minimally invasive
stress detection system using physiological signals. The physiological sensor used
is Galvanic Skin Response (GSR), which is carefully chosen based on the best-fitted
sensor to match the study’s objective. Stroop color test, digit span test, and noisy
music are used to elicit stress conditions while calming music is employed to invoke
relax conditions. Using within-subject design, results for classifying these psycho-
logical conditions (stress vs relax) show that Lazy IBk and Random Forest correctly
classify the GSR readings with 97.8% accuracy. For extending and quantifying the
outcomes from the sensor, a set of questionnaires is also utilized for psychome-
tric measures. Outcomes from the questionnaires demonstrate that the participants
experience higher anxiety and higher reactance in stress condition than in relax condi-
tion. A future study might include other physiological signals for attaining robust
classifications in developing a better stress detection system.

Keywords Stress detection system · Galvanic Skin Response (GSR) ·
Classification

1 Introduction

According to World Health Organization [1], over 260 million people in the world
suffer because of mental health problems such as depression, and this number
increased significantly. Known as a common mental disorder, depression is caused
by long-term stress. This condition can trigger people to think irrationally which
later may lead to suicide. Suicide tendencies due to stress and depression have been
a huge problem around the globe, including Malaysia [2] due to several causes such
as financial pressure and time management issues.
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Stress is defined as an emotional situation experienced when someone perceives
expectations beyond that individual’s personal and social resources that he or she
can manage [3]. Ramachandiran and Dhanapal (2018) [4] explained that stress can
be triggered when “the internal and/or environmental requirements are greater than
the adaptive capacity of an individual or social structure” [5].

An earlier study showed that stress and human physiology can be correlated to
one another [6]. Anatomically, physiological reactions that is related to stress are
constrained by Autonomic Nervous System (ANS). The system controls significant
functions of the body including digestion, temperature, circulatory pressure, and
numerous parts that relate to the behavior of the emotions. ANS can be split into two
parts which are Parasympathetic Nervous System (PNS) and Sympathetic Nervous
System (SNS). While PNS regulates the essential functions of energy to restore
rest, maintenance, and reconstruction, SNS monitors the bodily response that is
deployed during emergencies by characterizing the response to flight or fight in
several situations.

By taking the SNS part as an advantage, on one hand, earlier research used physio-
logical signals such as Skin Temperature (ST), Electromyography (EMG), andHeart-
Rate Variability (HRV) to detect stress [7–9]. However, these types of signals are
hassle to bemeasured due to noise or contamination from several factors likemechan-
ical and stimulus artefacts [10] besides the uniqueness of human bodily conditions
(such as heart oscillations) from one another [11]. On the other hand, some studies
[12, 13] used questionnaires for example Adolescent Stress Questionnaire [14] and
State-Trait Anxiety Inventory (STAI) [15] to identify stress. However, findings of
these studies are limited [7–9, 12] as none of them has properly related the physi-
ological measures with psychometric measures. Importantly, the development of a
stress detection system would far more convincing and rigid if the system considers
differentiating the stress and relax conditions using classifiers.

Thereby, the main objective of the study is to develop a minimally invasive stress
detection system using Galvanic Skin Response (GSR) by classifying the signal
(stress and relax conditions) accordingly. In achieving the main objective, several
sub-objectives are identifiedwhich are (1) To design a structured experimental proce-
dure in measuring stress and relax conditions using physiological signals (2) To
establish standard stressors (stimuli) that trigger stress condition during the experi-
ment (3) To analyze and classify the readings from the GSR sensor (4) To establish
the relationship between physiological signal (from the GSR) and psychological data
collected from the questionnaire.

GSR or known as electrodermal activity (EDA) is a marker of stimulation for
human nervous system. GSR is considered one of the most responsive and true
emotional excitation markers [7]. Under stress conditions, skin resistance will
decrease as the secretion in the sweat glands increased. This situation causing the
GSR readings to decrease. As GSR sensor can measure the intensity of the sweat
secretion precisely and easily on both feet and hands [16], GSR is selected to be
used in this study. Additionally in predicting the stress vs relax condition, the GSR
readings will be classed using supervised learning technique. The readings will be
segregated into two types of datasets which are testing and validating datasets. Using
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k-fold cross-validation technique, the readings will be fed to selected classifiers such
as Naïve Bayes [17]. The accuracy of classifications will be compared in selecting
the most suitable classifier to be used with our GSR readings.

Additionally, stressors or stimulus are introduced to the participants in triggering
significant changes in their physiological signal level - from relax to stress condition
vice versa. Various types of stimuli and stressors have been tested and used in the
earlier research for eliciting stress namely Stroop Color and Word Test [18], Digit
Span [16], as well as Trier Social Stress Test (TSST) [19]. For instance, Stroop Color
andWord Test focused on mind tricks in increasing stress levels. That is, the subjects
are given an orange-colored word written as “BLUE”. There are six color boxes
displayed on left- and right-hand sides of the word, for example red, green, yellow,
pink, orange, and blue boxes. For a right answer, the subjects must click or select
an orange color box, instead of a blue color box in a very short duration of time.
However, as people recognize words much quicker than they could even recognize
the color of the words, most people fail to complete this test. As such, stress level
is increased. Differently for Digit Span [16], the participants are asked to read a
list of numbers and reproduce the same series in the forward order or the backward
order. Forward order catches productivity and focuses on the power of the person
while backward order is an executive function that depends especially on working
memory. Specifically for this study, Stroop Colour andWord Test besides Digit Span
(we name these tests as IQ test) were chosen to invoke stress based on the earlier
research’s findings [16, 18]. Differently for eliciting relax conditions, music titled
“Weightless” by the Macaroni union was chosen for the first relax phase [20] as the
music able to reduce anxiety levels and bring calmness. The subjects are asked to
just sit and doing nothing.

2 Study Design

2.1 Subjects

Twenty-eight subjects (22 males and 6 females) participated in this study with ages
ranging between 17 and 56 (M = 26.36, SD = 8.90). The experiment lasted for
twenty-five minutes in which all subjects were given some sweets and beverages
after the experimental session was completed. Subjects were randomly selected with
no restriction of gender and age.

2.2 Measures

Physiological Measure: GSR. Grove GSR sensor was used as an extension for
Arduino UNO to measure the level of skin conductance of the subjects. Coding
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was done in Arduino IDE to read and print the voltage value of the measured GSR.
Figure 1 illustrates the set ups for physiological measures utilized in this study. It
can be seen that the electrodes were placed on the distal phalanges of the subject’s
middle and index fingers on one non-dominant hand as the dominant hand will be
used for playing the dedicated “game” in stress conditions later.

Psychometric Measure: Questionnaire. A set of questionnaires was given to the
subjects to evaluate their psychological condition consist of four questions from
the psychological reactance scale [21] and six questions from State-Trait Anxiety
Inventory (STAI) [15] as used in the earlier study [16]. The Likert scale of 4 ranging
from “Not at all” to “Very much” toward the following statements:

Reactance Scale [17]. I feel angry, annoyed, irritated, aggravated.

STAI or Anxiety Scale [15]. I feel upset, uncomfortable, indecisive, jittery,
confused, worried.

Also, three hypotheses for psychometric analysis were investigated:

Hypothesis 1. There is a significant correlation between anxiety and reactance scores
for each relax and stress condition.

Hypothesis 2. There is a significant difference of phases on (a) anxiety and (b)
reactance perceived in all relax condition.

Hypothesis 3. There is a significant difference of phases on (a) anxiety and (b)
reactance perceived in all stress condition.

Arduino UNO

GSR sensor

Electrodes (placed on 
non-dominant hand)

Fig. 1 Hardware set ups for physiological measure using GSR
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2.3 Experimental Set Ups

The subjects were asked to take a sit in front of a dedicated laptop prior to the exper-
iment. The experimental set ups were designed to position the subjects in a state
of emotional and cognitive discomfort repetitively. This was done to analyze the
differences of GSR readings when the subjects in their stress-induced physiological
parameters or known as “stress” condition and in the rest or known as “relax” condi-
tion. There are five phases in this experiment namely “first relax phase (R1)”, “first
stress phase (S1)”, “second relax phase (R2)”, “second stress phase (S2)”, and “final
relax phase (R3)” as summarized in Fig. 2. Each phase lasts five minutes.

Prior to the experiment, the subjects were asked to read and sign a dedicated
consent form. For R1, the subjects were asked to sit in a quiet environment without
any distractions including from the cell phone. They were asked to listen to a piece
of calming music using headphones. This process was crucial for acquiring each
subject’s baseline as physiological metrics between all subjects are varies. Then, a
series of psychological questions (consist of reactance and STAI questions) were
given to the subjects before S1 was pursued.

After that, the subjects carried out the first stress induction phase (S1), in which
they were required to complete the first set of IQ tests (Stroop Color and Word test)
provided by the experimenter to elicit stress conditions. In parallel, the subjects were
asked to listen to a piece of noisy background music to create tension during their
tests; replicating the procedure by Asif et al. (2019) [22]. The subjects were equipped
with headphones so that they can fully immerse themselves with the provided music
background during the test.

After S1 was completed, R2 was subsequently conducted in the same conditions
as in R1 process. Then, S2 was carried out in the same condition as in S1 but with
a different set of IQ tests (Digit Span Test). Lastly, the experiment ended with R3
to reduce the subject’s stress level back to normal condition. This phase duplicated
the same condition as R1. The subjects were asked to wear the GSR sensors during

Fig. 2 Summary: flow of the experiment
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the entire experimental process (R1, S1, R2, S3 and R3) to continuously monitor the
changes in their skin conductance.

3 Results and Discussion

3.1 Physiological Analysis

The raw voltage value of GSR has similar patterns of voltage regardless of the indi-
vidual’s GSR readings. That is, low voltages were recorded in stress conditions while
high readings in relax conditions. However, as the data was too large to be analyzed,
the sample size data was further reduced by averaging the voltage readings for every
30 s. The newly obtained dataset was then being normalized as a whole, regardless
of the phases. After normalization, each subject only has a total of 46 data to be
analyzed as the data during the transition of phase were omitted. Figure 3 illustrates
the graphical representation of the normalized GSR data. The X-axis denotes the
phase while the y-axis shows the GSR readings.

The dataset obtained was then being further evaluated to assess the relation-
ship between the voltages generated by GSR sensor (as the input for the classifiers)
and the emotional phases involved (as the predicted class for the classifiers). Using
Waikato Environment for Knowledge Analysis (WEKA) software1, two classifiers
were selected to be used in this study namely Lazy IBk and Random Forest. As the
test option, the classification process was set to a cross-validation fold of ten (by
default). Lazy IBk is a k-nearest-neighbour classifier that uses a distance measure to
classify k “close” instances for each test instance in the training data and uses those
selected instances to make a prediction [23]. Differently, Random Forest consists
of a large number of individual decision trees which act as an ensemble. A class

Fig. 3 GSR patterns after being normalized

1 https://www.cs.waikato.ac.nz/ml/weka/.

https://www.cs.waikato.ac.nz/ml/weka/
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Table 1 Confusion matrix for Lazy IBk and random forest classifications in two classification tests

Actual psychological condition Predicted psychological
condition

Total Accuracy (%)

Relax Stress

Relax 28 0 28 100.0

Stress 1 17 18 94.4

prediction is generated by each tree in the Random Forest and the class with the
most votes become the prediction of the model [24].

As a result of two separate classification tests, Lazy IBk and Random Forest
successfully classified the data with an accuracy of 97.8%. That is, both classifiers
correctly classified all relax conditions datasets (100.0%) andonly 1 set of data (5.6%)
was incorrectly classified for stress conditions. As classification outputs for both
classifiers are exactly the same, details for Lazy IBk andRandomForest classification
are elaborated using one confusion matrix shown in Table 1.

In terms of classifier selection, both Lazy IBk and Random Forest produced the
highest classification accuracy compared to other classifiers such as Input Mapped
Classifier (with an accuracy of 60.9%), Lazy LWL (with an accuracy of 93.5%), and
Naïve Bayes Multinomial (with an accuracy of 95.7%).

In summary, the classification results proved the effectiveness of using GSR in
determining human psychological condition subjected to stress and relax conditions.

3.2 Psychometric Analysis: Hypotheses Testing

A set of questionnaire consists of ten questions (six questions from STAI for anxiety
scale [15] and four questions from reactance scale [17]) was utilized in the study.
These questionswere given to the subjects at the endof eachphase. For analysis,mean
and standard deviation values for each question in each phase were then calculated
as presented in Table 2.

The data accumulated from the questionnaires were then analyzed using the
Statistical Package for Social Science (SPSS)2.

Hypothesis 1. Using correlation test, results showed that hypothesis 1 was partially
accepted. That is, anxiety for R1 and R3 were found to be moderately correlated,
r(28)= 0.40, p= 0.02, anxiety and reactance for S1 to be weakly correlated, r(28)=
−0.26, p = 0.88, reactance for S1 and anxiety for S2 to be weakly correlated, r(28)
= 0.26, p = 0.89, anxiety for R2 and reactance for R3 to be moderately correlated,
r(28) = −0.44, p = 0.01, reactance for R2 and R3 to be weakly correlated, r(28) =
−0.30, p= 0.06 besides anxiety and reactance for S2 to be strongly correlated, r(28)

2 https://www.ibm.com/my-en/products/spss-statistics.

https://www.ibm.com/my-en/products/spss-statistics
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Table 2 Means and standard deviations of questions based on phase

Question(s) Phase: Mean (Standard Deviation)

R1 S1 R2 S2 R3

Anxiety Upset 1.07 (0.26) 3.36 (0.73) 1.50 (0.51) 3.43 (0.57) 1.54 (0.51)

Uncomfortable 1.07 (0.26) 3.21 (0.79) 1.75 (0.44) 3.50 (0.51) 1.32 (0.48)

Indecisive 1.21 (0.42) 3.14 (0.80) 1.50 (0.51) 3.64 (0.49) 1.46 (0.51)

Jittery 1.00 (0.00) 3.25 (0.75) 1.71 (0.53) 3.21 (0.88) 1.68 (0.48)

Confused 1.18 (0.39) 3.04 (0.84) 1.50 (0.51) 3.32 (0.77) 1.64 (0.56)

Worried 1.14 (0.45) 3.14 (0.85) 1.46 (0.58) 3.25 (0.59) 1.54 (0.51)

Reactance Angry 1.00 (0.00) 3.18 (0.77) 1.61 (0.50) 3.14 (0.71) 1.46 (0.51)

Annoyed 1.00 (0.00) 3.32 (0.77) 1.50 (0.51) 3.39 (0.57) 1.50 (0.51)

Irritated 1.00 (0.00) 3.43 (0.69) 1.46 (0.51) 3.46 (0.58) 1.50 (0.51)

Aggravated 1.00 (0.00) 3.36 (0.68) 1.57 (0.57) 3.29 (0.66) 1.43 (0.50)

Overall 1.07 (0.18) 3.24 (0.77) 1.56 (0.52) 3.36 (0.63) 1.51 (0.51)

= 0.91, p < 0.01. Other correlations were not significant, p > 0.10. Other correlation
outputs were not reported due to insignificant results.

Hypothesis 2. A repeated one-waymeasure of ANOVA test for STAI (anxiety ques-
tions) was run by comparing the three relax phases as independent variables and the
anxiety scores as dependent variables. Results showed that there was a significant
difference of the relax phases (R1, R2 and R3) on anxiety perceived by subjects,
F(2, 26) = 119.74, p < 0.001, partial = 0.90. Based on descriptive analysis, it
can be observed that the subjects experienced the lowest anxiety scores on the R1
(M = 1.11, SD = 0.12) in which they were not exposed to any stress environments
yet, followed by R3 (M = 1.53, SD= 0.18). The highest anxiety score was recorded
during R2 (M = 1.57, SD = 0.19), that is after the subjects were exposed to S1.

Analysis for reactance used the same test as in anxiety. Results recorded that there
was a significant difference of relax phases (R1, R2 and R3) on reactance, F(2, 26)
= 149.30, p < 0.001, partial = 0.08. Interestingly, based on the analysis of mean
value, subjects showed the lowest reactance scores on R1 (M = 1.00, SD = 0.00),
followed by R3 (M = 1.47, SD = 0.28), and the highest reactance recorded in R2
(M = 1.54, SD = 0.25).

To conclude hypothesis 2, both anxiety and reactance scores were significantly
depending on relax conditions (the lowest score during R1, subsequently R3 and R2)
which indicated that hypothesis 2 was accepted.

Hypothesis 3. A repeated measure one-way ANOVA was run to evaluate the main
effect of stress phase (as independent variables) on anxiety scores (dependent vari-
ables). Results demonstrated that there was no significant difference of S1 and S2
on anxiety perceived by subjects, F(1, 27) = 1.48, p = 0.235, partial = 0.052.

For reactance, results showed that there was a significant difference of reactance
measured in S1 and S2 with F(1, 27) = 4.55, p = 0.04, partial = 0.14. Subjects
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recorded the highest reactance scores on the S1 (M = 3.32, SD = 0.41) while the
lowest reactance scores recorded on S2 (M = 3.00, SD= 0.80) in which the subjects
were more familiar with the stress-inducing phase.

Hypothesis 3was partially accepted; that is, only reactance scorewas significantly
depending on stress conditions (S1 and S2).

4 Conclusions

The study indicates the potential inmeasuring human psychological conditions using
GSR for developing stress detection system. That is, we successfully design a struc-
tured experimental procedure to invoke stress and relax by establishing standard
stressors (stimuli) to trigger such conditions. Also, this study has successfully classi-
fied the psychological conditions of human mental health using collected data from
GSR using Lazy IBk and Random Forest with 97.8% accuracy. The psychometric
analysis strengthens the results found in the physiological analysis. That is, high
anxiety and reactance scores are recorded in the stress conditions, while low anxiety
and reactance scores are found in the relax conditions. As GSR proposed in this study
may not be the best suggestions for long termusage due to comfortability issue, future
work might venture in using other physiological sensors that are smaller in size and
more ergonomic than GSR in attaining higher accuracy results in detecting stress.
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Universiti Malaysia Pahang Autonomous
Shuttle Development: Lane Classification
Analysis Using Convolutional Neural
Network (CNN)

Lee Yin Yee and Muhammad Aizzat Zakaria

Abstract In recent years, thewidespread adoption of autonomous vehicle, advanced
driver assistant systems (ADAS) have acquired great interests as it provides safe
and better driving by automating, adapting, and enhancing the driving experience.
Road accidents can be avoided with the identification of various road infrastructures
such as merging or splitting lanes as well as ending lanes must be well detected,
providing a driver with a more convenient and safe intelligent function. However,
the image for lane detection failed to be detected due to the visibility of image
is affected because it may consist of noise, occlusion, undesired background blur
and the image pixels. To predict the lane markers on road pavement correctly, a
robust lane classification system using deep learning approach requires guidance so
that it can detect significantly. Four significant operations involve in developing the
systemwhich are data acquisition, data pre-processing, data training and data testing.
In this study, an improved classification algorithm using deep learning specifically
convolutional neural network is used to detect the lane markers. The big dataset
consists of 5000 images. It is distributed into are 4000 images as training data,
700 images as validation data and 300 images as testing data respectively. For the
evaluation of lane detection system, the evaluation metrics are in terms of accuracy,
false positive (FP) and false negative (FN). The accuracy of the lane classification
system network is 91.97%.
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1 Introduction

Autonomous vehicles (AVs) have the potential to improve logistics and passenger
transfer methods [1]. Land transport such as road transport is the main mode of
transport in Malaysia. Road accidents are commonly caused by reckless drivers such
as misconduct, carelessness and diversion [2]. According to World Health Organi-
zation (WHO), every year, approximately 1.35 million of lives are taken because
of land transport crashes. Land transport injuries are the leading cause of death for
youngsters aged between five to twenty-nine years and there are between twenty to
fifty millions of lives suffer from non-fatal injuries but resulting a disability from
the injury [3]. However, road accidents can be lessened by improving driving assis-
tances with modern technologies. Lane classification on autonomous vehicle has
been famous in the field of (AI) artificial intelligence used in transportation. Lane
detection is a crucial part of autonomous vehicles. At present, several algorithms have
been proposed to overcome and improve the issue as it is one of the most extensive
research topics for driverless cars.

To accelerate the development of autonomous vehicles on public roads, several
studies on autonomous vehicles are being conducted in specific areas such as univer-
sity campus. In campus regions, autonomous cars can provide transportation services
while minimizing the number of vehicles on campus and this improves the environ-
ment by reducing congestion and pollution. The Autonomous Vehicle Laboratory
team from Universiti Malaysia Pahang is also conducting research on the devel-
opment of autonomous vehicles [4]. Figure 1 illustrates the autonomous prototype
of the compact shuttle. The camera embedded on the autonomous shuttle will be
used to collecting data for research like lane classification and object tracking for
autonomous vehicle.

Recent studies on deep learning enables the unification of classification issue
into a semantic segmentation task [5]. Convolutional Neural Networks are widely
used in classification tasks and recently adapted to segmentation taskmanage to score
accuracy that exceed any traditional approaches. China, Korea, Japan, and Singapore

Fig. 1 Autonomous
prototype of compact shuttle
with camera and lidar sensor
mounted on top
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are among the Asian countries who are contributing significantly in the field of self-
driving vehicle [6]. More effort is needed to develop self-driving vehicles before
these technologies can be used be deployed on a large scale in a reliable manner.
Several algorithms are suggested such as [7] proposed a deep neural network-based
method, in two stages: lane edge design and lane line localization. The lane line
localization network is responsible for determining the location of each lane in the
image based on the lane edge map. Authors [8] proposed a hybrid neural network
combiningCNNandRNNand structural analysismethod able to achieve outstanding
results for the curvature lane detection and it yields higher accuracy and gain a
better fitting results for lane detection [9]. In this research, a lane classification
system was developed based on Convolutional Neural Network (CNN) based on the
encoder-decoder network which has a good robustness in deep learning approach.

Fig. 2 Research
methodology
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2 Methodology

The study conducted aims to evaluate, fine-tune and develop a suitable deep learning
model to conduct lane classification for autonomous vehicle for industrial appli-
cation. The custom dataset will undergo data sampling to obtain the training set
and testing set. The training set will undergo several data augmentation procedures
to improve the generalization of the model. The resulting data set will be fed into
several deep learning models for feature extraction. Four major operations involve
in the development of the lane classification system are as shown in the chart below
(Fig. 2).

2.1 Dataset

As for the image dataset, the proposed method for lane classification system is tested
on a new data set of 300 images that is obtained for different places at Universiti
Malaysia Pahang, Pekan Campus under sunny weather and illumination conditions
only. The dataset includes 5000 images of highway scenerieswith dotted lanemarkers
and solid white lane markers only. The collection of dataset used for evaluation
purpose will be images taken using camera embedded at autonomous shuttle UMP
at various placewhereas Tusimple dataset is captured under stable lighting conditions
[10] (Table 1).

2.2 Data Acquisition

The UMP dataset used in this research is captured with a camera with horizontal
mode at 1280 × 720 resolution. Additional dataset of UMP road images consists
of two lanes and various curvature lanes. This will cover the real driving scenarios
in UMP Pekan. Besides, different illumination images are included in the dataset to
produce better generalization even though the scope of project is narrowed to sunny

Table 1 Dataset
description using TUSimple
and UMP Road

Options Descriptions

Dataset TuSimple and UMP road

Frame 5000

Train 4000

Test 300

Validation 700

Resolution 1280 × 720

Road type Highway and UMP road
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day only. For road curvature dataset, curvy lane, mixture of straight and curvy and
straight lane consists of 40, 32, and 28% respectively. However, for the illumination
and weather dataset, it consists of 65% sunny afternoon, 15% morning and 20%
cloudy evening.

2.3 Training and Testing Network

For training, 4000 images from the total frames are used as training dataset. Network
1 is trained with images obtained from online source while Network 2 is trained with
the combination dataset of online dataset and UMP road dataset. Both networks are
trained under CNN architecture based on the encoder-decoder network. Encoder is
used to extract and encode the information contained in the initial image into lower
resolution feature map while decoder is to preserve the context information from
the lower resolution map while recovering fine-grained details through up-sampling
layers. ResNet-34 is used fine-tuned and trained to apply on lane extractor for lane
classification system. The selected backbone used in extracting preliminary feature
at this stage is VGG-16 which could perform classification on raw image without
causing overfitting occurs. In the evaluation stage, the evaluation metrics which will
be taken into consideration is accuracy, false positive and false negative (Table 2).

2.4 Data Testing

In practical engineering, pixel accuracy (PA) and mean intersection over union
(mIoU) are applied on evaluation of the performance of the semantic segmenta-
tion method. Pixel Accuracy is used to measure the object contour segmentation.
Intersection over Union is a metric for determining how accurate an object detector
is on a given dataset and Mean of Intersection Over Union is a ratio between the
expected segmentation and the ground truth segmentation which reflects the overall
improvement in sematic segmentation accuracy.

Table 2 Parameter
configuration for training
parameters

Options Descriptions

Image height 368

Image width 640

Weight 0.4

Learning rate 0.001

Batch size 4

Threshold value 0.60

Epoch 100
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Pixel Accuracy =
∑k

i=0 Pii
∑k

i=0

∑k
j=0 Pi j

′ (1)

I ntersection over Union = Pii
∑k

j=0 Pi j + ∑k
j=0 P ji − Pii ′

(2)

Pii: the representation of true positives;
Pij: the amount of pixels of class I inferred to class j
Pij: False positive;
Pji: False positive;
For the evaluation metrics used to make a representative comparison for lane

classification system is calculated as:

Accuracy = Npredicted

Ngroundtruth
(3)

where Npredicted is the number of lane markers that are correctly predicted while
Ngroundtruth is the number of ground truth

FP = Fpredicted

Npredicted
(4)

Fpredicted is the number of lane markers wrongly predicted.

FN = Mpredicted

Ngroundtruth
(5)

Mpredicted is the number of missed lane based on ground truth.
FP is the number of background pixels that are incorrectly predicted as lanes

whereas FN is the number of lane pixels that are incorrectly predicted as background.

3 Results and Discussion

3.1 Image Segmentation

In the experiment conducted, the pixel accuracy (PA) running at 50 epochs is 98.7%
with 0.325 mIoU. The PA and mIoU increase as it raises to 80 epochs, 110 epochs,
and 150 epochs which are 98.9% with 0.396, 99% with 0.445 and 99.1% with 0.478
respectively. For dataset running at 160 epochs, the pixel accuracy (PA) achieved
the same accuracy as in dataset running at epoch 150 which is at 99.1% but the
mIoU for 160 epochs is lower than that of 150 epochs at 0.449. All in all, the PA
ratings display the proposed algorithm has a better object contour detection while for
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Table 3 Image segmentation performance

Trial Epoch Pixel Accuracy (PA) Mean Intersection over
Union (mIoU)

Response Time (s)

1 150 0.991 0.478 0.066

2 160 0.991 0.449 0.064

3 110 0.99 0.445 0.064

4 80 0.989 0.396 0.066

5 50 0.987 0.325 0.095

the score of mIoU, training dataset running at epoch 150 has the best classification
accuracy when compared to the other four different epochs. The best results acquired
is the model running at epoch 150 for two experiments with two different amounts
of dataset. We can conclude that the best epoch for running the model to obtain most
favorable results is at epoch 150with a greater number of images input during training
process. As the pixel accuracy is high in this network, this can be summarized as the
network has excellent detection which is suitable to be applied on self-driving cars
as it provides accurate prediction which helps in navigation in lane detection system
(Table 3).

3.2 Evaluation on Deep Learning Method

This section displays the prediction of lane classification system trained by Network
1 for 10 times. Network 1 is trained with the combination of online dataset and UMP
road dataset which increase the accuracy of the system. Ten times of trial, most
of the trial able to achieve higher FN and lower FP except for the last trial where
FP score is higher than FN. Theoretically, bigger dataset with higher resolution
able to generate a better detection system as what the proposed model shows. A
classification-based network could easily over-fit the training set and perform poorly
on the validation set because to the underlying structure of lanes. However, the
proposed model did not relate with it. Therefore, we can conclude that, the model
does not overfitting during training where its good performance in training process
able to generalize well on new or unseen data. In other words, the model manages to
learn particular pattern of the training data which is relevant in other data. To avoid
this problem and gain generalization ability, an augmentation method consisting
of rotation, vertical, and horizontal shift is applied. A large number of epochs is
chosen because our structure-preserving data augmentation takes a long time to
learn. This adds tomore accurate and precise lane prediction in practical systems. The
experimental results also proven that lane classification performance is significantly
improved from traditional approach to deep learning method. Table 5 illustrates the
accuracy obtained at average after 10 trials (Table 4).
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Table 4 Results obtained
from training process of lane
classification system

Trial Accuracy False Positive (FP) False Negative (FN)

1 0.7436 0.5331 0.5732

2 0.8825 0.2199 0.2366

3 0.9306 0.0800 0.0965

4 0.9349 0.0769 0.0917

5 0.9478 0.0468 0.0638

6 0.9462 0.0547 0.0634

7 0.9530 0.0518 0.0523

8 0.9461 0.0633 0.0646

9 0.9554 0.0442 0.0505

10 0.9572 0.0463 0.0431

Table 5 Table of mean
accuracy of lane classification
system

Trial Accuracy

1 0.7436

2 0.8825

3 0.9306

4 0.9349

5 0.9478

6 0.9462

7 0.9530

8 0.9461

9 0.9554

10 0.9572

Average 0.9197

3.3 Evaluation on Deep Learning Method on Sunny Day

As explained, the trainingmodel has performed in various places in UMP Pekan with
different scene variations under sunny day condition. In the presented output images,
the position of lanes in the outcomes of the machine learning framework is strictly
aligned with the ground truth. The lane markers are highlighted in different colours
and these coloured pixels are the result of the processing phase of the algorithm
(Figs. 3, 4, 5 and 6).
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Fig. 3 Faculty of
Computing, UMP

Fig. 4 Road to main
entrance of UMP

Fig. 5 Road to Canseleri,
UMP

Fig. 6 Dewan Serbaguna,
UMP

4 Conclusion

In this paper, the development of lane classfication system to detect road lanemarkers
at Universiti Malaysia Pahang Pekan Campus is formulated. To develop a lane clas-
sification system, the main part is not only limited to computer vision but also the
ability to articfulate the road lane markers. The weakness of using traditional image
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processing method is that the parallel road lanes might face some issue like white
arrow on the road which will affect the accuracy of lane detection Therefore, a deep
learning approach is used. A set of training data are loaded into a network after data
acquisition and data pre-processing to extract the features from the images. A total
of 5000 frames is separated into 4000 as training data, 700 as validation data and
300 as the testing data respectively. From the trained network, the testing images
are detected. Then accuracy is calculated based on the prediction and evaluation
metrics used from the trained network. The evaluation metrics used to validate the
robustness of the system are accuracy, FP and FN. In the end of the research, the lane
classification system able to achieve accuracy of 91.97%. It would be interesting if
LiDAR and radar sensors are used for future work.

Acknowledgements The authors would like to thank the Ministry of Higher Education
for providing financial support under Fundamental Research Grant Scheme (FRGS) N0.
FRGS/1/2021/TK08/UMP/02/2 (University reference RDU190104) and Universiti Malaysia
Pahang for laboratory facilities as well as additional financial support under Internal Research
grant RDU1903139.

References

1. Sell R, Rassõlkin R, Wang R, Otto R (2019) Integration of autonomous vehicles and Industry
4.0. Proc Est Acad Sci 68(4):389. https://doi.org/10.3176/proc.2019.4.07

2. Bellis E, Page J (2008) National motor vehicle crash causation survey (NMVCCS) SAS
analytical users manual

3. PedenM et al (2004)World report on road traffic injury prevention.World Health Organization
4. Zakaria MA, Kunjunni B, Peeie MHB, Papaioannou G (2021) Autonomous shuttle devel-

opment at Universiti Malaysia Pahang: LiDAR point cloud data stitching and mapping using
iterative closest point cloud algorithm. In: HamidUZA,Al-Turjman F (eds) Towards connected
and autonomous vehicle highways. EAISICC, pp 281–292. Springer, Cham. https://doi.org/
10.1007/978-3-030-66042-0_11

5. Romera E, Alvarez JM, Bergasa LM, Arroyo R (2017) ERFNet: efficient residual factorized
convnet for real-time semantic segmentation. IEEE Trans Intell Transp Syst 19(1):263–272

6. Daily M, Medasani S, Behringer R, Trivedi M (2017) Self-driving cars. Comput (Long Beach
Calif) 50(12):18–23.https://doi.org/10.1109/MC.2017.4451204

7. Wang Z, Ren W, Qiu Q (2018) LaneNet: Real-time lane detection networks for autonomous
driving. arXiv preprint arXiv:1807.01726

8. Zou Q, Jiang H, Dai Q, Yue Y, Chen L, Wang Q (2019) Robust lane detection from continuous
driving scenes using deep neural networks. IEEE Trans Veh Technol 69(1):41–54

9. Ye YY, Hao XL, Chen HJ (2018) Lane detection method based on lane structural analysis and
CNNs. IET Intell Transp Syst 12(6):513–520

10. Zheng T et al (2020) RESA: recurrent feature-shift aggregator for lane detection. arXiv preprint
arXiv:2008.13719

https://doi.org/10.3176/proc.2019.4.07
https://doi.org/10.1007/978-3-030-66042-0_11
https://doi.org/10.1109/MC.2017.4451204
http://arxiv.org/abs/1807.01726
http://arxiv.org/abs/2008.13719


Eco-Design of Electric Vehicle Battery
Pack for Ease of Disassembly

X. Q. Chew, W. J. Tan, N. Sakundarini, C. M. M. Chin, A. Garg,
and S. Singh

Abstract Electric vehicle being one of the leading green technologies nowadays,
is leaving a humongous amount of spent lithium-ion batteries untreated. Current
research on lithium-ion battery waste management is at its minimal because the
huge power range of the battery is much attractive than the battery waste dismantling
process. Treating these battery wastes are crucial for rare metal recovery due to its
limited resources on land. Thus, this study aims to propose an eco-design battery
pack to ease the recycling process in a more economical and sustainable manner.
SolidWorks is used to generate the 3D modelling and ANSYS is utilized to carry out
the simulation of the product’s mechanical performance in a drop and impact tests.
Results shows that the proposed design of EV battery pack has a design efficiency
of one with Easy Fixings indicator of 28%. In the drop test of 0.3 m height, it yields
a maximum deformation of 1.015e−3m and a generated Von-Mises stress of 4.827e
8N/m2. Other than that, 2.5227e6 N/m2 of Von-Mises stress is obtained in the impact
frontal test. With a great impact of cruising at a speed of 15.6464 m/s, 5.6053e−8 m
deformation is obtained in the same test. As a result, the proposed EV battery pack
design has showed the potential to improve the sustainability, performance, and ease
of disassembly.

Keywords Electric vehicle · Battery pack · Design of disassembly · Lithium-ion
battery · Eco design
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1 Introduction

Climate change has been around for the past decades. Greenhouse gases are reported
as themain root cause of globalwarmingwhich is a consequence from large consump-
tion of fossil fuel for transportation [1]. Unfortunately, there is inadequate recycling
technology and methodology to handle this amount of batteries due to difficulties
in disassembling the battery packs [3]. Without proper management, massive EV
battery waste will be produced, creating future environmental problems.

There are many types of EV batteries, but lithium-ion battery (LIB) dominates
EV battery industry due to its relative low weight, high standard potential, and triple
energy density compared to traditional batteries [4]. Therefore, LIBs are selected and
examined in this study. In an EV, battery cells are stacked to create a module while
modules are combined to made up battery pack. A typical rechargeable LIB system
comprises of cells, busbars, wiring harness, batterymanagement system (BMS), trac-
tion cable, vehicle interface, current measuring device, isolation monitoring device,
main contactor relays, cooling system, covers for certain parts and some fastening
components [2, 4].

Challenges in disassembling the battery pack include the heterogeneous nature of
its components. Having different materials, with joining technologies and connec-
tion makes the process time-consuming and economically difficult [3]. With that
being said, what makes it even complicated is the diversity of screw types and flex-
ible components used on different connecting application. It directly reflects on the
number of different types of screwdrivers or tools needed in the dismantling process
[2]. Furthermore, battery pack are not accessible from the same direction as joining
comes from different orientations [3]. Other than that, safety risk has always been one
of the challenges due the short circuit, discharge failure, high voltage and chemicals
contained in battery module [2, 3]. High product variance in the EV battery pack
market and the non-existent standard of battery pack have further increased the diffi-
culties of dismantling and recycling since most of the car manufacturers implement
battery system according to their existing car design [5].

The cost of dismantling is even higher as detailed designs of each products
are unavailable for the recycler causing lower effectiveness in disassembling [6].
Designing a standardized modular battery pack can be justified as it might be one
of the ways to speed up the disassembling and recycling line and even implement
fully automated disassembly. Even, research and public concerns have been raised
over the years, disassembly and recycling path remains at laboratory level due to
the complexity of LIBs [7]. Hence, it is essential to establish an eco-design of EV
battery to ease the recycle process of spent LIBs.
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2 Design of Lithium-Ion EV Battery

Generally, LIB packs used in mainstream EVs have a common set of internal compo-
nents. Essentially, a battery pack consists of a battery case, which houses the battery
modules connected to the battery management system (BMS), heating and cooling
systems, and power electronics. Additionally, the battery case also holds various
electrical wiring, fuses, and plugs. Meanwhile, the battery case itself consists of an
insulated upper and lower housing, which maintains the structural integrity of the
battery pack [8].

2.1 Structure of Lithium-Ion Battery (LIB)

EV battery packs are generally designed and manufactured in a pack–module–cell
structure [9]. The cell itself can be in the formof cylindrical or prismatic constructions
depending on the design. Cell is the basic unit of LIB that converts the stored chemical
energy into electrical energy by charging and discharging [10]. The set of single
cells or groups forms battery modules, finite, and discrete sub-components, then
aggregated through series connections into the final constructions called pack. With
this structure, LIB can be disassembled into two stages, one from pack to modules
level and one from modules to cells level.

2.2 Disassembly Issues in Battery Systems

There is a common agreement that the design of battery packs is not standard and
varies depending on the car model [11, 12]. The variation of battery design is largely
due to the requirement of car manufacturers to develop new designs that balance
several aspects such as crash safety, center of gravity, space efficiency, and service-
ability. Due to this concern, battery packs from different manufacturers are differ in
size and structure for electronics arrangement. Therefore, the disassembly of battery
packs will be inefficient and affecting the recycling of spent batteries [13]. This also
results in a requirement for a wide range of tools for the removal of the fasteners and
screws within the batteries. Figure 1 depicts the disassembly of each level and with
elements obtained.

According to Gentilini [14], generic process of EV battery disassembly are
removal of battery cover, service plug or safety fuse removal, coolant removal,
junction block removal, Battery Management System (BMS) removal and lastly
batterymodules removal. Components inmodules are detached to go for downstream
process.
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Fig. 1 Disassembling
procedure of EV batteries in
three possible levels as per
the elements of each level [5]

3 Methodology

The methodology comprises of four phases which include case study, eco-design of
EV battery pack, simulation and testing, and validation (Fig. 2).

Fig. 2 Methodology comprises of four phases such as design reference baseline, design phase,
simulation and testing, and validation adopted to design an eco-friendly battery pack
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Fig. 3 The Chevrolet Bolt EV battery [15]

3.1 Chevrolet Bolt EV (CBEV) Battery as a Design Reference

In this study, the battery found in the Chevrolet Bolt EV (CBEV) is chosen as
the case study for design reference baseline since this design has been declared
as an excellent sample in battery development history [15]. The CBEV battery pack
design is observed to understand the essential components, structure, anddisassembly
difficulties. In this paper, design boundaries are set where the study is focused on
the battery pack level in which electronic connections and cooling system have been
neglected. The battery pack basic requirements is evaluated for comparison with the
proposed design on its ease the disassembly.

The battery pack of the CBEV is shown in Fig. 3 and Table 1 shows the battery
performance of CBEV.
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Table 1 CBEV battery
performance [15]

CBEV Performance

Range >321,869 m

Battery Chemistry Lithium Ion

Battery Nominal Energy 60 kWh

Battery Mass 436 kg

Max Battery Power 150 kW

Battery Nominal Voltage 350 V

Battery Position Underfloor

Battery Cooling System Liquid Active Thermal
Control

Manual Service Disconnect
Access Position

Interior

3.2 Design Phase of EV Battery Pack for Ease of Disassembly

3.2.1 Idea Generation

Idea generation is the first essential step to establish creative ideas. It emphasizes
the quantities of ideas rather than quality to start the design process. After all the
evaluation made on the reference battery pack from CBEV, the main notion is used
to build up the initial battery pack design. In this stage, quantity of ideas is prioritized
over the quality of it to boost as many ideas as possible. Then, the ideas consolidated
later for further development.

3.2.2 Conceptual Design

Ideas generated in brainstorming stage are then compiled into individual designs
and further assessed in terms of practicality, competence, strengths, and weaknesses.
There are four possible design concepts which were generated. Subsequently, the
designs were evaluated using a decision matrix which resulted in design concept 3
being chosen to be built in SolidWorks for further development. The final design has
been established and brought forward to the next step which is simulation and testing
to validate its functionality. The lithium-ion pouch cell has been constructed based
on the Chevrolet Bolt EV which is a nickel-rich LIB cell.

3.3 Simulation and Testing

Simulation and testing of the design is done using SolidWorks and ANSYS while
drop test has been done in SolidWorks software. In these tests, mechanical abuse is
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prioritized in the battery abuse testing context, to validate the joining of the product
and its performance. Drop test has been conducted as the battery abuse test. The
battery pack has been dropped from a height of 0.3 m with 9.81 m/s2 gravitational
pull acceleration [9]. Furthermore, impact test has been carried out to test the crash
worthiness of the battery pack using ANSYS software. A 15.6464 m/s front impact
has been simulated on the battery pack to imitate the crash test on a vehicle. The
battery pack will be simulated to run straight at a speed 15.6464 m/s into a solid
concrete wall which duplicates a vehicle crash with another vehicle at the same
speed and comparable weight [16].

3.4 Validation

Finally, the product has been validated with the Chevrolet Bolt. The main features
such as “index of design efficiency” and “easy fixings indicator” have been compared
and validated through Eq. 1 and Eq. 2 respectively. For calculating design efficiency,
time taken to assemble a “theoretical” part has been assumed as 3 s. The Easy
Fixings indicator examines the disassembly complexity in many ways to evaluate
the percentage of difficulty in disassembly procedure for a product [11].

Design e f f iciency = 3×min no.of parts

total assembly time
(1)

I f f =
∑n

i=1 ANDDCNDDi + AODCODi + ATCCTCi + ATCOCTCOi + AQOCQOi + AERCERi
n

(2)

where:
CNDD: complexity of disassembly directions,
COD: complexity of disassembly tool,
CTC: complexity of the type of contact,
CQO: complexity of the operators’ qualification,
CER: complexity of require equipment,
n: number of links involved,
If: Easy fixings indicator (ln%).
Furthermore, the proposed EV battery pack has been examined and compared

with the baseline design, the Chevy Bolt battery pack (in Fig. 4) in terms of number
of bolts and nuts, design efficiency, easy fixings indictors, disassembly time, number
of casing for three cell group, and number of components for three cell group.
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Fig. 4 Modular battery pack of the Chevy Bolt EV [17]

4 Results and Discussion

4.1 Design and Analysis

The exploded view of the final design of the battery pack in 3D model with its
component has been represented in Fig. 5 with five main elements. Single cells of
LIBs have been slotted into the battery pack case with separator alternatively slotted
together. A snap-fit terminal connector with terminals attached has been fitted into
the battery pack case to connect the electricity of each single cells. Three cells have

Fig. 5 a The exploded view of the proposed design of the battery modules in 3D model with its
component. 1) terminal made of copper, 2) terminal connectors made of aluminum alloy, 3) lithium-
ion single cell made of nickel and lithium, 4) separator made of aluminum, and 5) battery pack case
made of aluminum alloy. b The assembly of the proposed battery pack design with zero nuts and
bolts
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been welded together as a single group cell. The proposed EV modular is composed
of 9-cell battery pack having 44 kg weight. The entire battery pack comprises of 288
cells, which is equivalent to 96 cell groups that would give out a power range of 66
kWh.

4.2 Simulation and Testing

4.2.1 Drop Test

A drop test has been designed to investigate the structural integrity of the product.
In this context, the battery pack has been dropped from a predefined height of 0.3 m
to a surface with a gravitational force of 9.81 m/s2. The simulation result is the
displacement yield obtained from the drop test which is represented in Fig. 6. The
drop test follows the International Safe Transit Association (ISTA)’s A1 procedure
where 0.3 m height is applicable to the product of weighing 44 kg [9]. It has been
observed from Fig. 7, that the main displacement yield from the terminal connector
where it yields to maximum is 1.015e−3 m. This indicates that the yielding is still
within the safe zone where deformation is not too broad, and fracture does not occur
during a drop. Besides that, it shows that the maximum von Mises stress generated
in the element is 4.827e8 N/m2. This is relatively a great stress obtained however it
is still under the red zone which shows the critical stage of stress. Thus, the stress
generated from the drop test is acceptable.

Fig. 6 ANSYS displacement yield simulation results via the drop test of designed battery pack
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Fig. 7 a von Mises stress yield simulation results via impact test of designed battery pack using
ANSYS software, b Displacement yield simulation results via impact test of designed battery pack
using ANSYS software

4.2.2 Impact Test

ANSYS von Mises stress yield and displacement yield simulation results obtained
through impact test of designed battery pack have been shown in Fig. 7(a) and (b)
respectively. The impact test examines the amount of energy absorbed by a product
during deformation. The absorbed energy is a measure of the product robustness. It
also determines whether the product is brittle or ductile in nature.

A 15.6464 m/s front impact is performed on the battery pack as to imitate the
crash test on a vehicle. However, the maximum von Mises stress generated on the
battery pack is obtained as 2.5227e6 N/m2.With great impact of cruising at a speed of
15.6464 m/s, 5.6053e−8 m deformation is obtained in Fig. 7(a). As seen in Fig. 7(b),
deformation is caused however the level of robustness of the battery case is high
as no obvious deformation is formed. This indicates that the battery pack case can
protect the battery cells securely despite the huge frontal impact.

4.3 Comparison of Proposed Design with CBEV

Table 2 shows the evaluation and comparison between the Chevy Bolt EV and the

Table 2 Evaluation and
comparison between the
CBEV and the proposed
design

CBEV Comparison Proposed design

12 No. of Bolts and Nuts 0

0.95 Design efficiency 1

35% Easy Fixing Indicator 28%

110 s Disassembly time 78 s

3 No. of casing for 3 cell group 1

35 No. of component for 3 cell group 26
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final design. The number of components in Chevy Bolt EV is greater than the final
design as it includes the number of bolts and nuts, casing, and total components.
This also indicates that more time and technical effort is required when it comes to
the disassembly procedure. Other than that, the design efficiency of the final design
is 1. It is calculated from Eq. (1) where time of assembly and minimum number of
parts are involved.

The assembly of the finalmodular battery pack design has been shown in Fig. 5(b).
It shows that the proposed design performed minimal assembly time while also
having minimal number of elements in the system. This is a significant difference
as it reduced the number of bolts and nuts to zero while the Chevy Bolt EV has 12
of it [17]. Another reason the proposed design has an improved disassembly is that
it greatly reduced the time taken to unscrew the bolts and nuts unlike in the case of
Chevy Bolt EV.

Furthermore, the Easy Fixings Indicator (If) is used to examine the complexity of
the product design. It evaluates the complexity of disassembly direction, disassembly
tool, type of contact, operators’ qualification, required equipment and the number of
links involved. Therefore, the easy fixings indicator formulated for the final design is
lower than the Chevy Bolt EV which shows that it is much less complicated in terms
of design and many other aspects. This can greatly simplify the disassembly line of
the EV battery waste. This is largely due to the parallel and identical disassembly
direction of components designed in the proposed battery pack. Less disassembly
tools are required due to the proposed design contains less components. The type of
contact in the Chevy Bolt is considered as “many points contact” which has a scale
of 5 compared to the proposed design has linear and surface contact of scale of 3 to
4. This may increase the complexity of Chevy Bolt EV battery pack due to the bolts
and nuts contact type while the proposed design has a snap-fit contact between the
terminal connector and the battery pack case. In the case of operators’ qualification
and required equipment, both designs have the same scale as no fire protection and
air filtration are needed in the case. It is assumed that both have the same level of
power range and discharge expertise needed in the disassembly procedure.

However, there are some drawbacks in the proposed design. In the final battery
pack design, the terminal connector uses the snap-fit connection to link the battery
cell connections. Lower pressure will be formed as no bolts and nuts exerted onto
the tabs of the battery cells. This may lead to unstable connections between the cells.
Other than that, by only using one casing to group three cell groups together, there
are more separators used in the proposed design. Hence, this may increase the weight
of the modular battery pack and act as a burden to the system. Thus, further study is
needed to improvise this study’s output.
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5 Conclusion

The proposedEVbattery pack has a design efficiency of 1withEasy Fixings indicator
of 28%, demonstrating its greatly improved aspects compared to the battery pack
reference, the Chevy Bolt EV battery pack. In a 30 cm drop height test, it yields a
maximum deformation of 1.015e−3 m and a generated von Mises stress of 4.827e8

N/m2. Additionally, 2.5227e6 N/m2 of von Mises stress is obtained in the impact
frontal test. With great impact of cruising at a speed of 15.6464 m/s, 5.6053e−8 m
deformation is obtained in the same test. The results show that the proposed design
have the potential to improve the ease of disassembly and can thus improve the
recyclability of batteries.

For the future development of the proposed design, modal vibration analysis can
be done in ANSYS to evaluate its capability in absorbing vibration caused in the
EV. Additionally, proposed materials to be tested in laboratory level to examine its
suitability in the battery pack application and to obtain validation from battery pack
manufacturers for its practicality of design and implementation.
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Electric Vehicle Drive Specification
Modelling for Three Wheels Scooter
Configuration

M. Faris, F. R. M. Romlay, A. R. Razali, M. R. Hanifah, and A. Ghazali

Abstract An electric vehicle is a vehicle that uses an electric motor for propulsion.
Electric vehicles use fewer components that make electric vehicles low cost, easier
for maintaining and very environmentally friendly as electric vehicles use no fuel. In
east Asia, three wheels electric scooters have always become their choice because of
their low cost and ease to perform maintenance. A major problem for three wheels
electric scooter is the vehicle cannot reach the desired distance travelled because there
is a problemwhen selectingmotor and battery for three wheels electric scooters. This
research study aims to construct the electric vehicle specifications design tools for
motor and battery sizing, simulate and analyze the electric motor performance, and
simulate and analyze drive system performance for three wheels electric scooter. For
the electric vehicle specification design tool, DC motor sizing calculation is used
to obtain the motor’s power, speed, and torque based on some parameters required
by user limitation. Simulation is performed using MATLAB R2020b Simulink to
model and analyze the three wheels electric scooter’s performance. BLDC motor
with 800 W power, 1000 rpm speed and 12 Nm torque is chosen to simulate three
wheels electric scooters. A lead-acid battery with 60 V, 12 Ah is chosen to simulate
three wheels electric scooters. The effect of parameters such as motor’s rated torque
and power vehicle performance has been analyzed.
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1 Introduction on Electric Vehicle

To this day, the automobile has become one of the biggest successes in the devel-
opment of the internal combustion engine. This success leads to rapid growth in
automotive industries through high demand in society [1]. However, the achieve-
ment will cause some poor results, especially to the environment. 24% of the world’s
total energy resource consumption is vehicle energy resource consumption [2].

The conventional petroleum-consuming automotive industry has already caused
the economy to become deeply dependent on fossil oil supplies and has amplified the
dispute between energy production and consumption. The issue of energy resources
is becoming increasingly evident and dangerous as the keeping of vehicles continues
to increase. High use of the conventional vehicle also leads to global warming and
air pollution as internal combustion engines emitted CO2 to the surrounding.

It is very difficult to solve this issue only by enhancing the performance of the
engine. Developing new energy vehicles will become the driving force behind the
growth of the car industry in the future. A solution has beenmade to solve these prob-
lems which are to develop electric vehicles and hybrid vehicles. This is a comparison
between internal combustion engines, hybrid vehicles and electric vehicles [3].

2 Electric Vehicle Technology Review

In east Asia, people started to choose an electric vehicle as their public transports
to go anywhere such as work, market and others. In Thailand, most of the public
transports is rickshaws or 3-wheel electric scooters that can carry four people to their
desired destination. 3-wheel electric scooters always become their choice because
of their low cost and ease to perform maintenance.

Electric vehicle (EV) has awide potential inmaintenance and average saving cost.
EV is powered by using an electric motor. Direct current and alternating current can
be the electric motor. A different motor will be created a different result. Electric
vehicles do not pollute the environment because EVs do not produce carbon dioxide
(see Table 1).

However, the major problem of three wheels electric scooters was not fully effi-
cient due to the various component’s integration. The components selected are not
suitable for three wheels electric scooter. This may cause the three wheels electric
scooters cannot achieve the performance that is desired by the users such as in terms
of the travel range and speed [5, 6].

Thus, the objectives of the study are established to construct the EV specifications
design tools modeling for motor and battery sizing. Then, the tasks are preceded to
simulate and analyze the electric motor drive system performance for three wheels
electric scooter.
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Table 1 Comparison between ICE vehicle, hybrid vehicle and electric vehicle

Parameters ICE vehicles Hybrid vehicles Electric vehicle

Efficiency Converts 20% of the
energy stored in
gasoline to the power
the vehicle

Converts 40% of the
energy stored in
gasoline to the power
the vehicle

Converts 75% of the
chemical energy from
batteries to power the
vehicle

Speed (Average Top
Speed)

199.5 km per hour
(kmph)

177 km per hour
(kmph)

48–153 km per hour
(kmph)

Acceleration
(average)

0–96.5 kmph in 8.4 s 0–96.5 kmph in 6–7 s 0–96.5 kmph in 4–6 s

Maintenance High maintenance
owing to more number
of moving parts

Same as an ICE
vehicle

Maintenance is
minimal due to lesser
number of moving
parts

Mileage (average) Can go over 480–500
kms before refueling.
Typically achieves
10–12 kmpl

Typically achieves
20–25 kmpl

Can travel 120–200
kms before recharging

Cost (average) INR 0.7–1.1 million INR 1.2–2 million INR 0.9–6 million

Source [4]

3 Electrical Vehicle Drive Specification

3.1 Electric Motor Specification Calculation

When choosing an electric vehicle motor factors must be taken into considera-
tion to decide maximum power is needed. The elements are rolling, gradient, and
aerodynamic drag force [7–9].

Ftotal = Frolling + Fgradient + Faerodynamic drag (1)

where, Ftotal= Total force
Frolling = Rolling force
Fgradient = Gradient force
Faerodynamic drag = Aerodynamic Drag force
The total force is a total tractive force that the output of the motor must overcome,

to move the vehicle.
Rolling resistance is the resistance offered to the vehicle due to the contact of tires

with the road as referring to Table 2 coefficient (Fig. 1).

Frolling = Crr .M.g (2)

where, Crr = coefficient of rolling resistance.
M =Mass in kg.
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Table 2 Values of Crr
coefficient

Contact surface Crr

Concrete (good/fair/poor) 0.010/0.015/0.020

Asphalt (good/fair/poor) 0.012/0.017/0.022

Macadam (good/fair/poor) 0.015/0.022/0.037

Snow (2/4 in.) 0.025/0.037

Dirt (smooth/sandy) 0.025/0.037

Mud (firm/medium/soft) 0.037/0.090/0.150

Grass (firm/soft) 0.055/0.075

Sand (firm/soft/dune) 0.060/0.150/0.300

Fig. 1 The angle between
the ground and the slope of a
path

g = acceleration due to gravity.

Fgradient = ± M.g.sinsinα (3)

where, M =Mass in kg.
g = acceleration due to gravity.
α = angle between the ground and slope of the path.

Faerod ynamic drag = 0.5.Cd .A.ρ.v2 (4)

where, Cd = Drag Coefficient.
A = Front Area of electric vehicle.
ρ = density of air.
v = velocity of electric vehicle.
After calculated the total traction force, the total force must be changed to power

in watt by using this Eq. (5).

Power = Ftotal .v (5)

where, Power = Power in watt.
Ftotal = Force total.
v = velocity of an electric vehicle.
From the value of power, many specifications of the motor can be determined

such as RPM motor and torque motor. The equation below is used to determine the
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motor specification [10].

τmotor = Ftotal

g
r (6)

where τmotor =Motor torque.
Ftotal = Fotal force.
g = Acceleration due to gravity.
r = Radius tyre.

RPMmotor = Power
τmotor

.
60
2π

(7)

3.2 The Three Wheels Electric Vehicle Specifications

The methodology to test and clarify the design and manufacturing ability of electric
scooters is discussed. This research focuses on the motor transmission mechanism
and considering loads that are carried. In the investigation, the effects of motor
force transfers and responses are applied [11]. By using the computational ability
software, the dynamic responses are calculated and performed. The geometry and
weight information are tabled in Table 3.

The design requirements for the said electric vehicle scooter are for a maximum
of 30 km/h. The study set a constraint of the maximum speed so that, the desire
parameters are accommodated accordingly with the requirements.

The BLDCmotor specifications are listed in Table 4 with 800W power, 1000 rpm
speed and 12 Nm torque is chosen for the simulation of 3 wheels electric scooters.

Lead-acid battery with 60V, 12Ah is chosen for the simulation of 3-wheel electric
scooters as listed in Table 5.

Table 3 Three-wheel electric
scooter specifications

Specification Value

Size 1980 × 1000 × 880 mm

Weight 150 kg

Max load 300 kg

Tire size 18” × 9.5”

Table 4 BLDC motor
specifications

Specification Value

Power 800 W

Max speed 1000 rpm

Max torque 12 Nm



90 M. Faris et al.

Table 5 Lead-acid battery
specifications

Specification Value

Voltage 60 V

Capacity 12 Ah

These data can be used as the design and manufacturing references of corre-
sponding manufacturers. The modeling data and analysis can be applied as the key
parameters for the electric scooter to perform within the allowable dynamic design
range.

4 Electric Motor Specification Calculator

For the calculation of motor specifications, Microsoft Excel is used to make the
calculation easier. The formula is programmed in Visual Basic to obtain the motor
specification such as motor power, torque, and speed motor (Figs. 2 and 3).

It was required input was feed to the calculator and able to calculate the motor
power, motor torque and speed for electric vehicle configuration performance
prediction.

Fig. 2 Coding for the electric motor calculator
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Fig. 3 Graphical user interfaces the electric motor calculator

5 Specification Calculations and Simulation Results

The three-wheel electric vehicle scooter was configured as a prototype for parametric
study and evaluation. The configuration structure is shown in Fig. 4. It is a single
wheel at the front and rear double wheel with three-seater capacity.

The specifications were obtained from the calculation and simulation approaches
that suit the actuator capacities.

Fig. 4 Electric vehicle structure fabrication and configuration
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The motor power, speed and torque were obtained after the required parameters
were applied in the calculator in Fig. 5.

When calculating the motor power, the power must be closed to the ideal calcu-
lation. Since the desired value of motor power was 800 W, the closed motor power
was 748.11 W at the motor speed value was 742.63 rpm as in Table 6. The rated
speed was 674.21 rpm as in Table 7.

The simulation was conducted in MATLAB R2020b Simulink. All the results
were conducted in 1000 s sample time. From the simulation, the torque produced
at 852.59 rpm was 9.62 Nm while the maximum torque was 73.47 Nm as starting
torque that shown in Fig. 6 and Table 8.

The maximum velocity of three wheels electric scooter was 13 km/hr. In 1000 s,
the 3-wheel electric scooter can travel to 3.3 km as depicted from Fig. 7 and Fig. 8.

Fig. 5 The result after the parameters were applied in the electric motor calculator

Table 6 Parameters of motor
specification for the 3-wheel
electric motor

Parameters Value

Power of motor 800 W

Speed of motor 742.63 rpm

Torque of motor 9.62 Nm

Table 7 Rated and No-load
speed for BLDC motor

Parameter Value (rpm)

No-load speed 852.59

Rated speed 674.21
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Fig. 6 Output torque vs speed

Table 8 Torque parameter of
BLDC motor

Parameter Value (Nm)

Rated torque 11.34

Cogging torque 679.15

Starting torque 73.47

Fig. 7 Velocity vs time graph

These were the simulation outputs of the 800 W brushless DC motor designed
based on the manufacturer rating specifications. The study provided a general
performance of the motor specifications that suit the three wheels electric scooter
requirements.
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Fig. 8 Distance travelled vs time graph

6 Conclusions and Recommendations

A calculation tool is constructed for the electric vehicle specification. BLDC motor
is selected for the 450 kg of the three wheels electric scooter with motor speci-
fications which are 800 W, 1000 rpm and 10 Nm. From the BLDC motor speci-
fication, the simulation is carried to obtain the parameters required to operate the
electric scooter. The simulation output result shows that the speed, voltage, power
and torque parameters obtained also meets the necessary characteristics that are
required for 450 kg of three wheels electric scooter. Based on the parameters, the
electric scooter was modeled in MATLAB R2020b Simulink. Based on the model, a
step-by-step approach was shown to develop various simulation model blocks such
as the aerodynamic model, gearbox, motor model and battery model. The simulation
result in term of velocity, range, state of charge, voltage and current are presented and
analyzed. This paper recommended further studies in the design of a drive system
for three wheels electric scooter doing in the experimental method to make the result
more valid. This is because the velocity of wind and the road inclination will affect
the performance of the electric scooter.
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Experimentation on Spectra Data
Regression Using Dense Multilayer
Neural Networks with Common
Pre-processing

Kok Pin Chan, Mahmud Iwan Solihin, Chun Kit Ang, and Liew Phing Pui

Abstract Normally preprocess the raw data of near infrared (NIR) spectroscopy is
indispensable in the spectroscopy data calibration to reveal useful information from
the objects. It will help to remove the significant noises and other undesirable factors
to get the more accurate calibration model. However, NIR spectra preprocessing in
multivariate calibration is often problematic due to a lack of appropriate prior infor-
mation and incomplete understanding of the raw data. It depends largely on both the
nature of the data and the expertise and experience of the practitioners. This could
limit the applications since researchers are unfamiliarwith the properties of numerous
preprocessing. In this paper, the results of experimentation onNIR spectroscopy cali-
bration (regression) using dense multilayer perceptron neural networks (MLPNN)
are presented. This is to investigate whether dense MLPNN can perform robustly
for calibration of different datasets with only simple common pre-processing stage.
Five NIR spectroscopy datasets are used and pre-processed with common individual
pre-processing methods such as Gaussian Smoothing, Savitzky-Golay filter, Min–
max Normalization and Extended Multiplicative Signal Correction (EMSC). Those
datasets are used to train the dense MLPNN calibration model with different archi-
tecture in terms of number of different hidden layer neurons. The results indicates
that there is unified pre-processing method that work robustly for all datasets even
when dense layer neural networks are used. This could lead to recommend on the
use of pre-processing less-effected calibration method such as deep learning where
pre-processing effort can be minimized.
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1 Introduction

Near infrared (NIR) spectroscopy has beenwidely used inmany fields of applications
as a non-destructivemethod formaterial fingerprinting such as in food and agriculture
[1]–[5], medical application [6], manufacturing [7], etc. The study of the interaction
between matter and electromagnetic radiation is known as spectroscopy. It began
with the study of visible light scattered by a prism according to its wavelength.
NIR spectroscopy is a non-destructive (non-invasive) and quick way of evaluating
a substance’s quantitative and qualitative properties. The energy of chemical bonds
containing hydrogen (CH, NH, OH, SH) will vary when a sample is exposed to NIR
radiation. Due to NIR radiation absorbed by hydrogen from different organic bonds
for the analyzed sample with very complex composition. Lamberts-Beer’s law states
the linear relationship of the absorptive capacity of a dissolved substance is directly
proportional to concentration of the solution (c), where l is the length of the optical
path and ε is the extinction coefficient (absorption coefficient). It can be expressed as
shown in Eq. 1 [8][15], where Io is the intensity of the initial light, I is the intensity
of transmitted light.

A = log10

(
I0
I

)
= εlc (1)

Machine learning is often used as calibration tool for spectroscopy data in tandem
with advance statistical learning [9]. However, pre-processing is crucial stage for the
calibration model to perform well. All signals obtained in analytical instruments
are known to be impacted by noise. Interfering physical and/or chemical factors, for
example, could causeNIR spectral noises aswell as imperfections in the experimental
apparatus and/or other random factors. Significant noise would reduce the signal-to-
noise ratio (SNR) and resolution of the spectra, compromising the calibrationmodel’s
accuracy and precision. Complex backgrounds and baselines, which contribute non-
concentration-correlated contributions to spectral data, are also common problems in
NIR spectra. Such undesirable spectrum variations would result in an overly compli-
cated calibration model, e.g., a low-accuracy latent-variable model with too many
latent components, but it also introduces biases into the model [10].

It is of great importance to pre-process NIR spectra properly for removal of
noises, backgrounds, and baselines. Many pre-processing methods exist for transfor-
mationofNIRspectra, themost frequently usedmethods includeGaussian smoothing
[11], Savitzky-Golay filter (Derivatives and polynomial order) [12], Normalize
spectra (Min–Max normalization) [13] and Extendedmultiplicative signal correction
(EMSC) [14].

Therefore, in this study, we tested the potential of dense multilayer perceptron
neural networks (MLPNN) for NIR spectroscopy regression application. This dense
MLP is considerably a deeper learning algorithm despite the deep learning term often
refers to common algorithm such CNN (convolutional neural networks).
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Multilayer perceptron, also called feedforward neural networks, is the most
utilized model in neural network applications trained using the back-propagation
training algorithm. The definition of architecture in MLP networks is important
because a shortage of connections can prevent the network from solving the problem
of insufficient customizable parameters, while an excess of connections can cause
the training data to be over-fitted [16].

One of the major issues in this research area is optimizing the number of connec-
tions and hidden layers for building a multilayer perceptron to solve the problem.
The input layer, output layer, and hidden layers between these two layers make up a
Multilayer Perceptron. The number of these layers is determined by the complexity of
the task [17]. This paper presents the results of experimentation on differentMLPNN
for calibration, i.e., regression method, for various NIR spectra datasets. Different
pre-processing methods of NIR spectra data are also applied in this research. The
goal is therefore to observe whether dense MLPNN can perform robustly as calibra-
tion method with only simple common pre-processing stage. In the future, a reliable
robust calibration model for NIR spectra data will be built based on Deep Learning
algorithms with an expectedly trivial pre-processing stage. This experimentation is
necessary as normally pre-processing of raw spectra data is the most tedious work
when traditional machine learning and traditional statistical tools are implemented
for calibration.

2 Calibration Method and Data Collection

Two NIR spectra datasets used were collected in previous studies by the authors and
another three datasets were compiled from online repository. These five data sets are
namely blood glucose (BG) level, mangoes brix level, dry matter content (DMC)
within olive fruit, active substance in a pharmaceutical tablet and CGL (casein,
glucose, lactate) of grain protein dataset. The detail about the datasets used are as
follows:

The first dataset deals with the regression of the BG level (3.1 to 8.4 mmol/L) of
participants. Total of 90 samples of NIR spectra and BG levels were collected from
45 participants. NIR spectra data were collected using micro NIR spectroscopic
instrument with wavelength range from 900-1700 nm. The data are described in
more detail in the study in [18].

The second dataset deals with the regression of the brix level (9.3 to 18.1%) of
the mangoes. Three different type of mango fruits were selected namely Chokonan,
Rainbow, and Kai Te. Total of 60 samples were scanned by using handheld NIR
spectrometer with a wavelength range of 900 to 1700 nm. The data are described in
more detailed in the study in [19].

The third dataset deals with the regression of the dry matter content (%) of intact
olive fruit. All fruits were at a range of maturities at the time of scanning. Each side
of each fruit was scanned twice, providing two spectra per reference analysis. There
were 494 samples collected, as described in the study in [20].
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Table 1 Summary of the NIR spectroscopy datasets used in this study

Dataset Target variable Wavelength range Number of samples Reference

BG level Blood glucose 900–1700 nm 90 [18]

Mango data Brix level 900–1700 nm 80 [19]

Olive fruit Dry matter content
(%)

700–1200 nm 494 [20]

Pharmaceutical
tablet

Quantitation of the
active substance (%
per tablet)

7400–10,500 cm–1

(~950 nm to
1350 nm)

310 [21]

CGL data Moisture (wt%) 1100–2500 nm 231 [22]

The fourth dataset deals with the regression of the chemometric quantitation of
the active substance in a pharmaceutical tablet (% per tablet). Four different dosage
values of this pharmaceutical drug (5, 10, 15, and 20 mg per tablet) were used. In
total, 31 batcheswere used, and from each batch 10 tabletswere individuallyweighed
and analyzed. The data are described in more detail in the study in [21].

The fifth dataset deals with regression of themoisture (wt%) fromNIR instrument
with 231 samples created by Tormod Naes and Tomas Isaakson. As described on the
website [22]. The summary of the datasets and their attributes is shown in Table 1.

Normally, the stage of data pre-processing process is crucial in the initial stage
of the machine learning model building. This process can significantly affect the
prediction accuracy in any type of data [23]. The overall data pre-processingmethods
used as follow:

• Gaussian Smoothing: Gaussian filtering is used to remove noise of the data. Data
smoothing is based on the assumption that one is monitoring a variable that is
both slowly fluctuating and contaminated by random noise. Then it’s occasion-
ally a good idea to replace each data point with a local average of nearby data
points. Because close points measure approximately the same underlying value,
averaging can minimize noise without (much) biassing the result.

• Savitzky-Golay Filter: Typically, a Savitzky-Golay smoothing filter is used to
“smooth out” a noisy signal with a large frequency span (without noise).They
are also called digital smoothing polynomial filters or least-squares smoothing
filters. In some instances, Savitzky-Golay filters outperform ordinary averaging
FIR filters, which tend to filter high-frequency data together with noise. High-
frequency signal components are better preserved with Savitzky-Golay filters,
but noise rejection is less effective.

• Min–Max Normalization: One of the most prevalent methods of data normaliza-
tion is min–max normalization. The minimum value of each feature is converted
into a decimal between 0 and 1 for each feature.

• Extended Multiplicative Signal Correction: Extended Multiplicative Signal
Correction (EMSC) is a model-based preprocessing system that corrects for both
undesired additive and multiplicative effects in data. It was first published in
1991 [24]. The EMSC is adaptable in that it can incorporate a priori knowledge
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Fig. 1 NIR spectral of BG Level dataset: a Raw, b Preprocessed with method 4

of chemical and non-chemical patterns into the preprocessing model to improve
data quality.

In this paper, those five datasets have been pre-processed by using four individual
common methods. They are Gaussian smoothing, Savitzky-Golay filter, normalize
spectra and extended multiplicative signal correction (EMSC) methods. Therefore,
five sets of spectrum were generated for each datasets as raw data and four sets
of pre-processed data with pre-processing methods number 1, 2, 3 and 4 (in Table
2). Sample spectrum of the datasets are shown on Figs. 1, 2, 3, 4, 5. Noted that in
the respective Fig. 1(b) to Fig. 5(b), the pre-processing method used are the one
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Table 2 Parameter of the pre-processing methods used in this paper

Number of
pre-process

Gaussian
smoothing

Savitzky-Golay filter Normalize
spectra

EMSC

Standard
deviation

Derivative
order

Polynomial
order

Min–Max
normalization

Polynomial
order

1 4 – – – –

2 – 2 2 – –

3 – – – n/a –

4 – – – – 2

Fig. 2 NIR spectral of Mango dataset: a Raw, b Preprocessed with method 1
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Fig. 3 NIR spectral of Olive Fruit dataset: a Raw, b Preprocessed with method 2

produces the best performance in the respective experimentation. The parameter of
the pre-processing methods is shown in Table 2.
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Fig. 4 NIR spectral of Pharma Tablet dataset: a Raw, b Preprocessed with method 1
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Fig. 5 NIR spectral of CGL dataset: a Raw, b Preprocessed with method 3

3 Neural Networks for Regression

A multilayer perceptron is a variant of the original perceptron model proposed by
Rosenblatt in the 1958 [25]. It has one or more hidden layers between its input
and output layers, the neurons are organized in layers, the connections are always
directed from upper layers to lower layers, the neurons in the same layer are not
interconnected see Fig. 6.

The neural number in the input layer equal to the number of measurement for the
predictor variables (x1, x2, ......, xn) and the neuron number in the output layer equal
to the number of output (y1), for the choice of hidden layers number (h1, h2, ......, hn)
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Fig. 6 Multilayer
perceptron neural network
structure

and neurons in each layers and connections called architecture [26]. The neural
weights (wi ) and bias (bi ) are the parameters that need to be optimized during
MLPNN training to fit the calibration/training dataset.

In this experiment, those datasets have different feature numbers i.e.: 228, 228,
136, 404 and 117. Thus, five hidden layer network structure with 100, 250 and
500 number of neurons (node) are used in the multilayer perceptron (MLP) neural
network. For the input layer the number of nodes is equal to the number of features
and 1 node are used as output layer. ReLu (rectified linear unit) activation functions
are used in hidden layers. Adam optimizer is used in the training process. Number
of nodes in hidden layer are shown in Table 3.

Loss or error function is a measure of how good a prediction model does in terms
of being able to predict the expected outcome. In this experiment, mean square error
(MSE) have been chosen as loss function. Mean Square Error is the most commonly
loss function used in regression model [27]. Coefficient of determination (R2) are

Table 3 Number of hidden neurons in MLPNN

Number of
architecture

Number of neurons (node)

Hidden Layer
1

Hidden Layer
2

Hidden Layer
3

Hidden Layer
4

Hidden Layer
5

1 100 100 100 100 100

2 250 250 250 250 250

3 500 500 500 500 500
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used to show the regression accuracy in this experiment. The R2 value is calculated
using:

R2 = 1−
∑

n

(
yn − ŷn

)
∑

n (yn − ȳn)
(2)

The flowchart of the methodology in this study is shown in the Fig. 7.

Fig. 7 Flowchart of
methodology
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4 Results and Discussion

Total 25 sets of data (from 5 NIR spectra datasets) were used to train different archi-
tectures of MLPNN to investigate whether simple individual preprocessing methods
can produce robust calibration result for all datasets. The calibration accuracy is
evaluated by using coefficient of determination (R2) as it is regression problem. The
experiment was performed using python programming modules.

Each dataset is divided into two subsets where 80% data are used for calibration
(training) and 20% are used to test the model accuracy. All the MLPNN models
were trained with 500 and 1000 epochs. The mean squared error (MSE) progress
against the epoch graph is checked to make sure the convergence and no underfitting
or overfitting. Sample of this graph is shown in Fig. 8 for the BG level dataset case
with architecture 2 of MLPNN. Showing this graph for all cases of experiment is too
lengthy.

For BG level dataset, pre-processed dataset with method 4 has presented the
best result with R2 = 0.999 for all three MLPNN architectures as compared to
other methods and that without pre-process (raw dataset), as shown in Table 4. Pre-
processing method 4 has also presented a good result (R2> 0.91) in Pharmaceutical
Tablet dataset but it gives poor result in Mango dataset and CGL dataset.

For Mango dataset, pre-processed dataset with method 1 has presented the best
result with R2 = 0.9484 for architecture 3 with 1000 epochs, as shown in Table 5.
In this dataset, pre-processing method 1 has very slightly improved the accuracy as
compared to the raw dataset. However, it gives poor result especially in Olive Fruit
dataset.

Fig. 8 Sample: MSE versus epoch graph of raw BG Level dataset with architecture 2
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Table 4 Testing results of BG Level datasets

No. of 

Architecture

No. of 
Epoch

result with different pre-processing methods
Method 

1
Method 

2
Method 

3
Method 

4
1 500 0.5975 0.5815 0.1339 0.4988 0.9996
2 500 0.6574 0.6221 0.9276 0.5371 0.9998
3 500 0.7039 0.6667 0.9324 0.6038 0.9999
1 1000 0.7113 0.6892 0.7015 0.6062 0.9996
2 1000 0.8905 0.8762 0.9446 0.8535 0.9999
3 1000 0.9101 0.889 0.9458 0.8886 0.9997

Table 5 Testing results of Mango datasets

No. of 

Architecture

No. of 
Epoch

result with different pre-processing methods
Method 

1
Method 

2
Method 

3
Method 

4
1 500 0.7655 0.7647 0.0029 0.7673 -0.1254
2 500 0.7869 0.7951 0.1318 0.8126 -0.1469
3 500 0.8248 0.8343 0.3109 0.8648 -0.1812
1 1000 0.84 0.8294 0.1387 0.7937 -0.0516
2 1000 0.9291 0.9348 0.3595 0.916 0.0714
3 1000 0.9479 0.9484 0.6702 0.8427 0.2875

In Table 6, pre-processed dataset with method 2 is the only one that produces
the better accuracy (R2) as compared to raw dataset. Testing result of pre-processed
dataset with method 1, 3 and 4 are worse than raw dataset especially pre-processed
dataset with method 4. The best result of the pre-processed dataset with method 4 is
only resulting R2=0.3583 while the worst result of calibration using raw dataset is
R2=0.4068.

Furthermore, the testing result of Pharmaceutical Tablet dataset are shown inTable
7. It presents an unexpected result, but it can be, that the calibration using the raw
dataset yields the best result as compared to others. However, they have not much
difference and all the results show that R2 is higher than 0.91.

Table 6 Testing results of Olive Fruit datasets

No. of 

Architecture

No. of 
Epoch

result with different pre-processing methods
Method 

1
Method 

2
Method 

3
Method 

4
1 500 0.4068 0.3545 0.4571 0.2473 0.1036
2 500 0.5643 0.4783 0.8988 0.2632 0.2241
3 500 0.5434 0.3856 0.9088 0.3734 0.1939
1 1000 0.4953 0.3893 0.842 0.3372 0.2163
2 1000 0.6559 0.5805 0.9079 0.516 0.3104
3 1000 0.6852 0.5038 0.9146 0.5771 0.3583
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Table 7 Testing results of Pharmaceutical Tablet dataset

No. of 

Architecture

No. of 
Epoch

result with different pre-processing methods
Method 

1
Method 

2
Method 

3
Method 

4
1 500 0.9261 0.925 0.9263 0.9256 0.9301
2 500 0.9257 0.928 0.9248 0.9397 0.9242
3 500 0.9327 0.9292 0.9338 0.9424 0.9267
1 1000 0.9444 0.9475 0.9301 0.9507 0.9303
2 1000 0.9496 0.9543 0.9322 0.9493 0.9185
3 1000 0.9596 0.9524 0.9521 0.9502 0.9246

Table 8 Testing results of GCL datasets

No. of 

Architecture

No. of 
Epoch

2 result with different pre-processing methods
Method 

1
Method 

2
Method 

3
Method 

4
1 500 0.997 0.992 0.9979 0.9942 -0.0573
2 500 0.98 0.976 0.9979 0.979 -0.0421
3 500 0.9959 0.9947 0.9942 0.9946 -0.0225
1 1000 0.9973 0.9965 0.9969 0.9947 -0.0506
2 1000 0.9971 0.9969 0.9985 0.9962 -0.0168
3 1000 0.996 0.9956 0.9988 0.9963 0.1183

For the CGL dataset, the testing results presented in Table 8 have shown that
all the results are similar except preprocessed dataset with method 4, i.e. producing
accuracy (R2) of more than 0.97 in the testing result. In this case, the calibration
using raw dataset is sufficient to get a good calibration accuracy.

Finally, The relatively better pre-processing methods for the respective dataset
are highlighted in grey in the Tables 4, 5, 6, 7, 8. In general, from these experimen-
tations, it can be observed that there is no single pre-processing method that work
robustly for all datasets. It is understood that combination of these preprocessing
methods are often performed in many studies. However, there are various uncertain-
ties involved including the setting of the parameters in the pre-processingmethod and
the order/sequence of themethods. In some cases, using raw data can even give better
calibration accuracy that that using pre-processed data. This has been highlighted in
the study in [28].

5 Conclusions

Three different architectures of MLPNN have been used in this research. Five
NIR spectroscopy datasets have been used to train MLPNN. These datasets are
pre-processed with 4 individual different methods. Based on the results, each pre-
processing method only suitable for certain dataset. In some case, calibration using
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raw dataset can produce better accuracy in the testing. It can be observed that
there is no single pre-processing method that work robustly for all datasets. Further
improvement will be carried out on this project such as adding more NIR spec-
tral datasets including classification problem, involving combination of the pre-
processingmethods, and applying differentmachine learning algorithms. In addition,
deep learning algorithm will be explored toward building robust calibration model
with only simple pre-processing work.
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A Piecewise Affine System Modeling
Approach of Thin McKibben Muscle
Servo Actuator

Mohd Akmal Mhd Yusoff , Ahmad Athif Mohd Faudzi ,
Mohd Shukry Hassan Basri, and Mohd Fuaad Rahmat

Abstract Dynamic characteristic of thin McKibben muscle has not yet been fully
investigated. Therefore, the objective of this study is to propose a piecewise affine
system to model a thin McKibben muscle servo actuator. The static and dynamic
modeling of the actuator has been performed using first principle approach. Different
models for extension and retraction operations have been presented. The step input
responses of the model have been simulated and compared to the actual system
response. Result shows that the model’s response is similar to the actual system
with steady-state errors of 1.18% for 0.2 MPa input and 0% for 0.25 and 0.3 MPa
inputs. The evidence from this study suggests that a piecewise affine system can be
used to model a thin McKibben muscle servo actuator, which would facilitate future
development of a novel switching controller.

Keywords Piecewise affine systems · Pneumatic actuators · McKibben muscle ·
Pneumatic artificial muscle · Pneumatic muscle actuators

1 Introduction

McKibben muscle is a type of pneumatic artificial muscle (PAM). An actuator using
PAM is known as pneumatic muscle actuator (PMA). Most of the PMA systems use
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off-the-shelf muscles, especially from Festo [1, 2]. However, there are some systems
which use custom-built muscles [3, 4].

Recently, thin McKibben muscles with outer diameter of 1.8 mm have been
produced commercially [5]. Different to conventional PAMs which are bulky, the
muscle’s thinness enables it to be used in tight spaces and to have a higher band-
width [6]. The muscle has been used in biomimicry eye [7], wearable ankle exercise
device [8], soft exoskeleton glove [9], continuum manipulator [10] and hand reha-
bilitation device [11]. Similarly thin muscles have also been developed and applied
in humanoid robot arm [12].

Kurumaya et al. [13] have investigated the thin muscle’s static characteristic but
a thorough search of the relevant literature yielded no related article on its dynamic
characteristic. Piecewise affine (PWA) system has been used to model PAMs [14,
15]. However, the PAMs are conventional rigid muscles which have different charac-
teristics than thin PAMs such as the absence of slack and significantly higher mass.
Themain novelty of this article then is to propose a piecewise affine (PWA) system to
model a linear thin McKibben muscle servo actuator. The system consists of several
operating “modes” with one active mode at a time. This approach enables a novel
control method to be applied to the servos actuator system, for example a switching
model predictive control.

2 Methodology

This section is comprised of three parts. In the first part, the system under study is
presented in brief. Then, in the second part, the static and dynamic modeling using
first principle approach are elaborated. Finally in the third part, the PWA system is
detailed out.

2.1 Thin McKibben Muscle Servo Actuator

The CAD drawings of the servo actuator prototype [16] are shown in Figs. 1 and
2. The prototype uses commercial thin McKibben muscles with inner-tube diameter
of 1.3 mm and operating range of 0–0.5 MPa [13]. It is a single degree-of-freedom
system. Similar to other typical PAM-actuated systems, it consists of two pairs of
muscle to obtain a bi-directional motion. An example where this prototype can be
implemented is in the pick-and-place application.
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2.2 Static and Dynamic Modeling

The static behavior of the force acting on the rod from the muscle can be modeled
using Schulte’s formula [17]

F = πD2
0 P
4

(
3 cos2θ − 1

)
(1)

where F, D0, P, and θ are the contractile force, maximum muscle diameter, applied
pressure and muscle’s braid angle. In addition, the system under study can be consid-
ered a type of PAM-actuated servo system, and therefore the dynamic model similar
to Shen [18] has been used. The dynamic model is slightly modified by adding
the spring term, Kx to reflect the muscle’s viscoelastic behavior [19]. In addition,
different to conventional rigid PAM, the thinMcKibbenmuscle has slack and passive

Fig. 1 Isometric view of the
top part in CAD Top muscle pair

Top pulleysRod

Fig. 2 Cross section view of
the bottom part in CAD

Bottom pulleysSide pulleys

Bottom muscle pair

Rod
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Fig. 3 Dynamic model of the thin McKibben muscle servo actuator

contraction range whereby its contractile force doesn’t affect the load displacement.
Assuming that the McKibben muscle’s mass and friction are negligible, the system
can then be represented by

Mẍ + Dẋ + Kx = Fa − Fb − Ra + Rb (2)

where M, D, K, ẍ, ẋ and x are the mass, damping coefficient, spring coefficient,
acceleration, velocity and position of the rod, andFa,Fb, Ra and Rb are the contractile
force and passive contractile force of the top and bottom muscle pair respectively.
The dynamic model is illustrated in Fig. 3. Rearranging (2), the acceleration of the
rod for x > 0 is given by

ẍ = (Fa−Fb−Ra+Rb−Dẋ−Kx)
M

(3)

Even though (1) gives a good background on the McKibben muscle behavior, it
does not give a good experimental result especially on higher pressure [6]. Since the
McKibben muscle used in this work is similar to the one investigated by Kurumaya
et al. [13], their static force model has been used instead. The relationship between
the contractile force, F, absolute pressure P and contraction ratio ε is given by

F = α(1 − ε)2P + βP + γ (4)

where α = 6.70× 10−5 m2, β = −1.96× 10−5 m2 and γ = −8.76N. The contrac-
tion ratio is the ratio between the muscle’s contraction and its original length and is
given by

ε = d
l0

= (l0−l)
l0

(5)

where d is the contraction, l0 is the original length and l is the final length.
For the top muscle pair, its contraction is equal to the displacement of the rod, x

whereas for the bottom muscle pair, its contraction is equal to xmax − x . Therefore,
from (4), Fa and Fb are given by
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Fa = Pa

[
α
(
1 − x

la

)2 + β

]
+ γ (6)

Fb = Pb

[
α
(
1 − (xmax−x)

lb

)2 + β

]
+ γ (7)

where la and lb are the length of each top and bottom muscles and Pa and Pb are the
pressure to the top and bottom muscle pairs respectively.

2.3 PWA System

During extension operation, Pb at j-th operating point, Pj,b is kept constant. If the
bottom muscle’s slack length r j,b > 0, there will not be any contractile force acting
on the load from bottom muscle pair, and the terms with Fb and Rb can be omitted.
Substituting (6) into (3) and setting ẋ, ẍ, Fb and Rb to zero, and x and Pa to x and
Pa at j-th operating point, xopj and Pop

j,a respectively yield

Pop
j,a = (K j x

op
j +R j,a−γ )

[

α

(
1− x

op
j
la

)2

+β

]
(8)

Similarly for retraction operation, replacing (7) into (3) and setting
ẋ, ẍ, Fa, Da, Kaand Ra to zero, and x and Pb to xopk and Pop

k,b, k ⊆ Z
+ give

Pop
k,b = (Kk x

op
k +Rk,b−γ )[

α

(
1− (xmax−x

op
k )

lb

)2

+β

]
(9)

To find the state space models of the PWA system, the dynamic model (3) is
linearized around multiple equilibrium points [20] j = {1, . . . , N }, N ∈ Z

+ for
extension and k = {N + 1, . . . , S}, S ∈ Z

+ for retraction. To do so, we consider
small perturbations around x and Pa for extension and x and Pb for retraction.

x = xopj + δx, Pa = Pop
j,a + δPa(extension) (10)

x = xopk + δx, Pb = Pop
k,b + δPb(retraction) (11)

Setting (10) in (3) and dropping the terms associated with bottom muscle pair
yield

Mδ ẍ + Djδ ẋ + K j x
op
j + K jδx + R j,a = Fa

(
xopj + δx, Pop

j,a + δPa
)

(12)
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for extension, and setting (11) in (3) and dropping the terms associated with top
muscle pair yield

Mδ ẍ + Dkδ ẋ + Kkx
op
k + Kkδx − Rk,b = −Fb

(
xopk + δx, Pop

k,b + δPb
)

(13)

for retraction. To estimate Fa
(
xopj + δx, Pop

j,a + δPa
)
and Fb

(
xopk + δx, Pop

k,b + δPb
)
,

Taylor series expansions are applied to (6) and (7) around xopj and Pop
j,a , and xopk and

Pop
k,b respectively. Taking the first two order terms yields

Fa
(
xopj + δx, Pop

j,a + δPa
)

= Pop
j,a

⎡

⎢
⎣α

⎛

⎝1 −
xopj
la

⎞

⎠

2

+ β

⎤

⎥
⎦ + γ +

⎡

⎢
⎣α

⎛

⎝1 −
xopj
la

⎞

⎠

2

+ β

⎤

⎥
⎦δPa

− Pop
j,a

⎡

⎣ 2α

la

⎛

⎝1 −
xopj
la

⎞

⎠

⎤

⎦δx (14)

and

Fb
(
xopk + δx, Pop

k,b + δPb
) = Pop

k,b

⎡

⎣α

(

1 −
(
xmax − xopk

)

lb

)2

+ β

⎤

⎦

+ γ +
⎡

⎣α

(

1 −
(
xmax − xopk

)

lb

)2

+ β

⎤

⎦δPb

+ Pop
k,b

[
2α

lb

(
1 − (xmax − xopk )

lb

)]
δx (15)

Substituting (8) into (14) and (9) into (15) yields

Fa
(
xopj + δx, Pop

j,a + δPa
)

= K j x
op
j + R j,a +

⎡

⎣α

(

1 − xopj
la

)2

+ β

⎤

⎦δPa

−
(
K j x

op
j + R j,a − γ

)[
2α
la

(
1 − xopj

la

)]

[
a
(
1 − xopj

la

)2
+ β

] δx (16)

and

Fb
(
xopk + δx, Pop

k,b + δPb
) = −Kkx

op
k + Rk,b +

⎡

⎣α

(

1 −
(
xmax − xopk

)

lb

)2

+ β

⎤

⎦δPb
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+
(
Kkx

op
k + Rk,b − γ

)[
2α
lb

(
1 − (xmax−xopk )

lb

)]

[
a
(
1 − (xmax−xopk )

lb

)2 + β

] δx (17)

Substituting (16) into (12) and (17) into (13) yields

Mδ ẍ + Dj,aδ ẋ + Q jδx = TjδPa (18)

for extension and

Mδ ẍ + Dkδ ẋ + Qkδx = TkδPb (19)

for retraction where

Q j = K j + Pop
j,a

[
2α
la

(
1 − xopj

la

)]
, (20)

Tj = α
(
1 − xopj

la

)2
+ β, (21)

Qk = Kk + Pop
k,b

[
2α
lb

(
1 − (xmax−xopk )

lb

)]
, (22)

Tk = −α
[
1 − (xmax−xopk )

lb

]2 − β. (23)

Adding the term Mẍopj + Dj ẋ
op
j + Q j x

op
j + Tj P

op
j,a to both sides of (18) yields

Mẍ + Dj ẋ + Q j x + Tj P
op
j,a = Mẍopj + Dj ẋ

op
j + Q j x

op
j + Tj Pa (24)

whereas adding the term Mẍopk + Dk ẋ
op
k + Qkx

op
k + Tk P

op
k,b to both sides of (19)

yields

Mẍ + Dk ẋ + Qkx + Tk P
op
k,b = Mẍopk + Dk ẋ

op
k + Qkx

op
k + Tk Pb. (25)

By definition, the operating points xopj and xopk satisfy ẍ opj = ẋ opj = 0 and ẍ opk =
ẋ opk = 0 respectively, which results in

ẍ + Dj

M ẋ + Q j

M x + Tj P
op
j,a

M = Q j

M xopj + Tj

M Pa (26)

and

ẍ + Dk
M ẋ + Qk

M x + Tk P
op
k,b

M = Qk

M xopk + Tk
M Pb. (27)
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The state spacemodels of the system for extension operation near operating points
xopj is thus given by

[
ẋ
ẍ

]
=

[
0 1

− Q j

M − Dj

M

][
x
ẋ

]
+

[
0
Tj

M

]
Pa +

[
0

Q j

M xopj − Tj P
op
j,a

M

]

. (28)

whereas for retraction operation near operating points xopk is given by

[
ẋ
ẍ

]
=

[
0 1

− Qk

M − Dk
M

][
x
ẋ

]
+

[
0
Tk
M

]
Pb +

[
0

Qk

M xopk − Tk P
op
k,b

M

]

(29)

There are S partitions of the polyhedral regions (28) and (29) in the space of state
and inputs with distinct affine state-update and output equations. The active mode at
each instance is determined by the current rod position, x [21].

3 Results and Discussion

Based on the work by Serres [22], the values of K and D at the i-th operating point,
i ⊆ Z

+ can be estimated by

Ki = Fi,act
xi,max

(30)

Di = τKi (31)

where Fi,act = Fi,ã−Fi,b̃ and xi,max are the active contractile force and themaximum
rod displacement at i-th operating point, and τ is the time constant of the displacement
response.Based on our previous discussion, at a constant pressureP,F is equal to zero
when the muscle is fully contracted. Therefore, for every pressure point, substituting
ε = εmax in (4) should produce F = 0. Any excess value in F can then be considered
passive contractile force, R which does not affect the rod displacement. Therefore,
the active contractile force at the i-th operating point is given by

Fi,act = Fi − Ri (32)

Using the experiment setup similar to [16], the displacement vs pressure data were
collected. The pressure inputs were varied using CKD MEVT500-1-E2-3 electro
pneumatic regulatorwhich received the input profiles from the host computer running
MATLAB and Simulink. Piston displacements were measured using Gefran PZ-34-
A-250 linear transducer and sent to the host computer. Fi and Ri values at Pi were
calculated by setting P = Pi , and εi = 0 and Fi = 0 in (4) respectively. Fi,act
was then obtained by substituting the values of Fi and Ri in (32). Consequently, the
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Table 1 Thin McKibben muscle servo actuator PWA modes

Operation j Operating points, xop [m, m/s] Operating range, x ∈ (m) K

Extension 1 [0.0020,0] [0,0.0020] 511

2 [0.0030,0] [0.0020, 0.0030] 368

3 [0.0063,0] [0.0030, 0.0065] 270

4 [0.0100,0] [0.0065, 0.0130] 154

5 [0.0200,0] [0.0130,0.0200] 116

6 [0.0236,0] [0.0200,0.0030] 112

Retraction 7 [0.031,0] [0.0291,0.0040] 10,462

8 [0.029,0] [0.0241, 0.0290] 9127

9 [0.0237,0] [0.0169, 0.0240] 6500

10 [0.0163,0] [0.0110, 0.0168] 5179

11 [0.0230,0] [0.0070,0.0109] 4567

12 [0.005,0] [0,0.0069] 4345

values of spring and damping coefficients at the i-th operating point were calculated
using (30) and (31). Since the values are just a rough estimate, some fine tuning were
needed to get a good value of both [14]. Based on the results, twelve operating modes
have been selected (Table 1).UsingMulti-ParametricToolbox3.0 [23],YALMIP [24]
and Hybrid SystemDescription Language (HYSDEL) [25], the developedmodel has
been simulated with step input pressure of 0.2, 0.25 and 0.3 MPa. The displacement
responses were then compared with the actual system responses.

For 0.2 MPa step input, the model achieves a steady-state value of 0.0084 m
compared to the actual system’s steady-state value of 0.0085 m, which equates to a
steady-state error of 1.18% (Fig. 4). The model takes 4 modes to reach the steady
state from the initial position of x = 0m, which agrees with Table 1.

For 0.25 and 0.3 MPA step inputs, the model achieves steady-state values of 0.02
and 0.0285 m respectively which are equal to the actual system value (Figs. 5 and
6). The model takes 5 and 6 modes respectively to reach the steady state from the
initial position, which agrees with Table 1.

From the results, it can be inferred that the PWA system can model the actual
system with good accuracy. The small errors are mainly due to the mode switching
which approximated the nonlinear system, and the estimated values of K and D. It
should be noted that the more modes the PWA system has, the more accurate the
model would be, with a tradeoff in model complexity.
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Fig. 4 0.2 MPa step response of the model compared with the actual system
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Fig. 5 0.25 MPa step response of the model compared with the actual system
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Fig. 6 0.3 MPa step response of the model compared with the actual system

4 Conclusion

The objective of this study is to propose a piecewise affine system to model a thin
McKibben muscle servo actuator. It was found that the model produces a similar
performance to the actual system in terms of step responseswith steady-state errors of
1.18% for 0.2MPa input and 0% for 0.25MPa and 0.3MPa inputs. The evidence from
this study suggests that PWA system is a good candidate to model a thin McKibben
servo actuator. In the future, a switching controller based on the PWA system would
be developed.
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A Comparison of Type 1 and Type 2
Fuzzy Logic Controller for DC Motor
System

Nafrizuan Mat Yahya , Nurainaa Elias ,
and Muhammad Hazim Mohd Nordin

Abstract In today’s modern world application, there are high-level uncertainties
that are faced and affecting every kind of operation in various industries. Thus,
researchers, today are on the rise to find solutions that will able help to reduce these
uncertainties in many types of situations especially control system applications. The
type-1 Fuzzy Logic Controller is shown not to be able to handle a high level of
uncertainties and the new type-2 Fuzzy Logic Controller is now being said to be
able to do a better performance than the type-1 especially in controlling a DC motor
system. This can be seen by the simulation graph that clearly observes the comparison
of both types. The result where FLC type 2 outperforms FLC type 1 with reduced
settling time and rising time can be seen. In conclusion, the new type-2 FLC is now
able to overcome the limits of what type-1 FLC are able to do and this will give
birth to better and improved performance of new Fuzzy Logic Controllers that is
well suited as controllers for DC motor system. This paper will briefly discuss the
comparison between both of these types of FLC and the benefits.

Keywords Fuzzy Logic Controller · FLC type 1 · FLC type 2 · DC motor system
and control system

1 Introduction

Particularly in today’s modern industry, direct current or DC motor is still a relevant
option, although it is regarded as one of the oldest electric motor designs [1]. This
confirms that even when opposed to modern engine models today, the DC motor has
a great deal of benefits. The great controllability of the DC motor is one of the key
benefits that can be seen when the DCmotor is powered by only a change in the input
voltage or reversing the leads [2]. Thus, every mechanism which could regulate the
direction, speed, or torque of a DC-driven motor in its system and also allows its
user to set it according to their will is a DC motor control system. There are several
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types of DC motor controllers that can be used within the system, such as PID, IMC,
and Fuzzy Logic controllers, for running the DC motor.

In the face of confusion and imprecision, the Fuzzy logic controller or FLC is
intended to be a stable controller that can run. In addition, FLC also provided us with
a method for the user-friendly construction of controller algorithms that is relatively
similar to human-like thought and perception. The fuzzy control of logic is indicated
by L. Zadeh in 1965 and has since been used globally, especially in recent years [3].
It is best represented as a set of rules that can determine the behavior of complex
systems that cannot be mathematically specified.

In this research, we propose a simulation-based performance comparison between
the two types of generally used FLC in the industry nowadays which are the FLC
type 1 and FLC type 2. Type 1 fuzzy logic controllers are commonly used in machine
control. Fuzzy stems from the fact that it is not possible to express any reasoning
involved in the process as “true” or “false” but as “partly true”. It including the initial
phase, an operation phase, and finally a phase of output [4]. The sensor or other
inputs will be mapped to the relevant membership functions and their true values in
the input process. Next, each appropriate rule is invoked by the processing stage and
results are created for each and combined into rule outcomes. Eventually, the final
phase will transform an integrated outcome return to the particular output income of
the control [5].

Type 2 fuzzy logic controllers. Since it is efficient in different applications, many
researchers are now adopting the fuzzy logic of type 2, and it is expected that this
growth in the community will continue [6]. In addition to other evidence of interest
in Type 2 FLC, the advent of Fuzzy-IEEE type 2 fuzzy logic research since 2016
also exists. Type 2 fuzzy controllers have uncertainties in the second order, enabling
fuzzy systems to really deal with the ambiguity of the real world. For more efficient
and durable but cheaper and more affordable hardware type 2 fuzzy controllers, we
can see the race of development today that poses a large horizon in exploring the
uncertainties of the real world [7].

2 Methodology

2.1 Type 1 Fuzzy Logic Controller

In 1965, Professor Lotfi A. Zadeh proposed the idea of Fuzzy logic Controller
(FLC) Type-1 with the goal of creating an output that is achieved as an alterna-
tive to crisp value via a series of memberships [9]. The FLC has fuzzy rules based
on the expert’s experience of a system’s success over time. The fuzzifier, inference
engine and defuzzifier are a conventional FLC or Type-1 FLC [3]. The Fuzzifier acts
as a converter that transforms the input parameter’s crisp values into fuzzy sets. This
also depends on the fuzzy rules that are based on the system’s parameter member-
ship function. Fuzzy outputs are then obtained through the Inference Engine and,
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eventually, the defuzzifier transforms all fuzzy inputs into crisp FLC outputs used
for control [2].

The definition of FLC is also derived from the fuzzy sets that, by human-like
reasoning, are one of the most used methods of overcoming linguistic imprecision
[3]. In their fuzzy sets, FLC are also very versatile for the uncertainty as it can also
match uncertainty type values that are not crisp values, which makes it more robust
logic system, unlike models that require crisp value or threshold in order to have
a correct operation [4]. Type-1 Fuzzy set is known as a membership function, µ-
A., x. characterized by a set in the universe of discourse X By taking the values
at the (0, 1) interval. The membership value of x in the A set is denoted by this
membership function. A Type-1 Fuzzy sets that are rendered with all elements in x
with membership function, µ-A, are x-cut. This reflects the degree of membership
of element x ∈ X .

A(α) = {x,µA(x)}|x ∈ X}, (1)

In which, µA: X → [0, 1]. Based on their alpha-cuts, the process of addition,
subtraction,multiplication or division that the Type-1 Fuzzy sets undergo is specified.

Finally, in the case of the values [a, b] and [d, e], the alpha-cut value of the Type-1
Fuzzy set is set to A1 and A2 (i.e., in the case of 0 ≤ α ≤ 1). Thus, the alpha-cut
process of Type-1 Fuzzy sets of A-1 is added, subtracted, multiplied and divided.
And A2 it will be listed as:

A1 + A2 = [a, b] + [d, e] = [a + d, b + e] (2)

A1 − A2 = [a, b] − [d, e] = [min(a − d, b − e),max(a − d, b − e)] (3)

A1 × A2 = [a, b] × [d, e] = [min(ad, ae, bd, be),max(ad, ae, bd, be)] (4)

A1 ÷ A2 = [a, b]/[d, e] = [min

(
a

d
,
a

e
,
b

d
,
b

e

)
,max

(
a

d
,
a

e
,
b

d
,
b

e

)
] (5)

2.2 Type 2 Fuzzy Logic Controller

On the other hand, Type-2 FLC is the latest approach that can provide special features
that can solve the drawbacks of the older Type-1 FLC in the event of uncertainties
being handled. It is also said that FLC Type-2 can accommodate additional degrees
of freedom in different types of uncertainties [8]. Next, Fuzzy Logic Controller
Type-2 has a few steps to obtain a crisp value for it, which is firstly to transform
crisp inputs into fuzzy inputs through type 2 membership functions, then a set of



128 N. M. Yahya et al.

fuzzy rules selected will be merged with the outputs forming a single set under the
inference mechanism. Under the type reduction operation method, the performance
of the inference system will then be converted to Type-1 and will again be converted
into crisp value by using many defuzzification techniques that are the same process
as in Type-1 FLCC [2].

Professor Lotfi A. Zadeh also introduced Type-2 FL in 1975 10 years after the
introduction of Type-1 FL.Whilemost of the FLC breakthrough came after the twen-
tieth century, several researchers such asDubois andPrade (1978, 1979),Gorzalczany
(1987, 1988), Mizumoto and Tanaka (1981), and Norwich and Turksen (1981) have
already contributed to this notion (1982). As Type-1 Fuzzy Logic started to be redun-
dant in managing more complex scenarios, Type-2 Fuzzy Logic is mostly suggested
[9]. They are also an improved version of the Type-1 Fuzzy Logic and are designed
to be capable of handling a more notable degree of modeling imprecision and to
be able to manage uncertainties by taking into account unreliability and knowledge
vagueness [10].

In 1979,Mizumoto and Tanaka created what would become the basic definition of
Type-2 FLC, based on the idea of Zadeh. A type-2 fuzzy package, Ã. With a Type-2
membership feature, µ Ã (x, u) based on [2], can be described as follows:

Ã = {((x, u),µ Ã(x, u)
)∀x ∈ X,∀u ∈ Jx ⊆ [0, 1] (6)

In which, µA: X → [0, 1]. Where x ∈ X, u ∈ Jx ⊆ [0, 1] and 0 ≤ µ Ã(x, u) ≤ 1.
At the same time, Ã can also be characterized as

Ã =
¨

x∈X,u∈Jx⊆[0,1]

µ Ã(x, u)

(x, u)
(7)

The union of all Type-2 Fuzzy sets’ primary membership is represented by a
two-dimensional domain called FOU of Ã. The FOU is defined by its two boundary
functions, theUpperMembershipFeature (UMF) and theLowerMembershipFeature
(LMF). UMF is marked as

µã(x) = 1

FOU (ã)
,∀x∈X (8)

Although LMF is marked as

µ
ã
(x) = FOU (ã)

1
,∀x∈X (9)

Notice that, Jx . Note The set is an interval;

Jx =
{
(x, u): u ∈

[
µ
ã
(x),µã(x)

]}
(10)
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A fuzzy embedded set Ãe. X and u are represented in equations for continuous
universe discourse

Ãe =
∫

x∈X

[
1

u

]
/x, u ∈ Jx (11)

The set, Ãe can be seen in the Eq. 11. Embedded in Ã. As such, at each value of
X, the secondary membership function will always be one. Thus, in order to form a
Type-2 Fuzzy set, it can be inferred that a large number of embedded Type-1 Fuzzy
sets are combined. The Type-2 Fuzzy sets can be viewed as a mixture of several
different Type-1 Fuzzy sets in which each of the Type-1 Fuzzy sets is embedded in
order to form the FOU.

2.3 DC Motor Control System

One of the most widely used electric motors in our everyday lives is the direct control
(DC) motor [11]. In instruments, electrical toys and small appliances, it is primarily
used as a small-type DC motor. There is also a broader type of DC engine used in
elevators and as amotor for electric vehicles, such as electric cars. Any class of rotary
electric motors that work to convert direct current electrical energy into mechanical
energy is known as a DCmotor. The type most frequently found is the type that relies
on the forces generated by magnetic fields. It is mainly used by many users via PID
and Fuzzy Logic control for its robust, simplicity and easy to control [10]. The servo
motors, the brushed DC motor and the brushless DC motor are many types of DC
motor available on the market. A DC engine consists primarily of 2 elements, which
are part of the ‘stator’ and part of the ‘rotor.’ The ‘stator’ is the stationary portion of
the DC motor, while the ‘servo’ component is the DC motor’s moving part.

The brushless DCmotor will be next, which has a higher efficiency, reliability and
wide range of spread than both the brushed DCmotor and servomotor. Brushless DC
motor is used in various kinds of industries, such as in the biomedical and robotic
industry, due to its success in being able to handle high torque to weight ration
and also being extremely precise, particularly in the industry that needs precision
handling control for accuracy. Furthermore, since it acts as a synchronous motor, the
brushless DC motor has a major benefit, so it did not experience any form of ‘slip’
that is definitely found in induction-type motors. The Brushless DC motor works by
providing three permanent magnetic motor stator coils in which two coils transform
the magnetic field and a floating coil is then responsible for the back electro-motive
power (EMF). But the brushless DC motor also has its disadvantages because of
the electrical switching within the brushless DC motor that would lead to the toque
ripple due to the incorrect installation of position sensors. The brushless feedback
can be either sensor-based or sensor-less [11].
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Table 1 DC motor parameter Parameter Value

Armature resistance, Ra 11.2 �

Armature inductance, La 0.05 H

Rotor inertia, Jm 0.5 kg * m2

Rotor damping, b 0.002953 N * m/(rad/s)

Moment coefficient, Ki 1.25 Nm/A

Back emf constant, Kb 1.25 V/(rad/s)

As their basic equation for regulating the armature voltage equation is almost the
same, brushless DC motor modeling can actually be compared to that of a three-
phase synchronous motor. Thus, from here we can conclude that the brushless DC
motor speed response is dependent on the parameter of R, B, J (Table 1).

3 Results and Discussion

First, the parameter data of the membership function of input by using the member-
ship function editor will be set. For this variable the file name set to speed. For
the speed membership function, set the membership function for lowspeed, opti-
mumspeed and highspeed. For the parameter of the membership function low speed,
inserted value of [0 0 150]. Next, inserted the value of membership function of opti-
mumspeed which are [0 150 300]. For the highspeed membership function, inserted
the value of [150 300 300]. From here the range speed of the variable is set from 0
to 300 can be seen.

Next will be the second input variable which will be set to voltage that will be
used to control speed of the dcmotor. For this variable, 3membership function which
are low, optimum and high can be defined which would represent the low voltage,
optimum plot and high voltage. The membership function of Low parameters will
be set first with its parameters will be set as [0 0 2.5]. Next is the parameters of
Optimum that will be set as [0 2.5 5]. Lastly, the parameters for High which are set
as [2.5 5 5]. Thus, the range that is used in this variable is from 0 to 5. Next, this fis
file exported to workspace so that it can be used as another fis file in the circuit.

When the circuit is set, the fis file is by using fuzzy logic block parameters. The
fis file is selected in the FIS structure and run. The result will then be presented in
graph form based on the parameters of the membership function that we had set. The
file is then is exported in order for it to be used by the circuit. The result when the
circuit is run in Simulink program is shown in Fig. 1.

Figure 1 depicts the outcomes of the computer simulation for the step response.
The blue color in the graph indicates the benchmark, which represents the system
without a fuzzy logic controller, and the green line represents the type-1 fuzzy logic
controller. The yellow line indicates this approach has employed the type-2 fuzzy
logic controller. According to the graph, the FLC type-2 performs better than the
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Fig. 1 Simulink graph for FLC type-1, type-2 and without FLC

system that did not use the FLC,while the system that utilized a controller has the best
step response performance. The subsystems that employed the fuzzy logic controller
had the fastest reaction time in the simulation when compared to the system without
a controller. Tables 2, 3, and 4 were tabulated to allow for an easier comparison of
the results.

Thus, from the results obtained from the simulation that had been done in the
Simulink, it can be seen that there is a significant difference in rise time, Tr value
between Tables 2, 3 and 4. There is also difference in value of settling time, Ts in
which FLC type 2 give a much lower value than both FLC type 1 and without FLC.
From here it can safely assume that DC motor with FLC type 2 offers a much lower
rise time value in which in this case the value is 1.034 s and lower settling time of
0.01 s which shows that when DC motor system is paired with FLC type 2 it takes

Table 2 Result of DC motor
with FLC type-1

Metrics Value

Rise time (s) 6.053

Settling time (s) 0.02

Overshoot (%) None

Table 3 Result of DC motor
with FLC type-2

Metrics Value

Rise time (s) 1.034

Settling time (s) 0.01

Overshoot (%) 0.505
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Table 4 Result of DC motor
without FLC

Metrics Value

Rise time (s) 6.015

Settling time (s) 0.02

Overshoot (%) None

a much shorter time for the system to response thus giving the DC motor system a
much better performance in maintaining the speed and the voltage that set same for
each types of FLC during the whole simulation.

4 Conclusion

In this paper we had managed to perform the comparison between type 1 and type 2
Fuzzy Logic Controller, simulation has been done in MATLAB/SIMULINK via FIS
editor and the speed and voltage of the DC motor has been manipulated in order to
see reaction of the voltage that is used by the DC motor. Based on the graph of the
simulation, we can verily see the comparison between both type 1 and type 2 FLC
and non-FLC DC motor and see that FLC type 2 outperform the FLC type 1 with
lower settling time and lower rise time.
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Modelling and PID Control
of SEPIC-Boost Converter for 48 V
Miniature Mild Hybrid System

M. N. Mamat, M. N. Abdullah, S. Kaharuddin, and D. Ishak

Abstract Modelling and PID control of SEPIC-Boost converter for 48V automotive
miniature mild hybrid system (MHS) is presented in this paper. The proposed design
utilizes single switching technique shared by both SEPIC and boost converter in its
topology. PID feedback control basedon secondmethodZiegler-NicholsTuningRule
is used to provide an efficient feedback control to eliminate steady-state error, tran-
sient overshoot and to provide fast settling time as its key characteristics. The anal-
ysis results show that the proposed topology satisfactorily generated well-regulated
output waveforms with ripple less than 10% with excellent PID feedback control.

Keywords SEPIC-Boost · Mild hybrid system · Ziegler-Nichols Tuning Rule

1 Introduction

The automotive world is pushing rapidly towards full electrification, but it will be
many years more before full electric vehicle (EV) to monopoly the demand in the
automotive industry. Despite the expensive production cost and high maintenance
issues, it is no doubt that full electric vehicle offers a lot of advantages especially in
reducing greenhouse gases and realize higher performance compared to its internal
combustion engine rival. To combine the goodness of internal combustion engine
and electric vehicle, automakers have developed many types of hybrid and plug-in
hybrid as low-cost solution towards full electrification. One of the common hybrids
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Fig. 1 Conventional automotive mild hybrid system with 12 V and 48 V supply

used nowadays is 48 V mild hybrid system (MHS) where it has been widely used to
improve the vehicle performance without negatory of the fuel consumption [1, 2]. A
typical 48 VMHS consists of a small electric motor which often known as integrated
starter generator (ISG) connected to the drivetrain of an internal combustion engine.
ISG assists the internal engine at low speed especially during starting and in-town
driving. Some benefits of MHS are better fuel efficiency, improvement in stop–go
drive functionality, low production cost and optimal weight reduction [3–5].

Typically, hybrid vehicle uses two different voltage levels to operate namely 12 V
and 48 V. The 12 V supply from regular lead-acid battery is used to power the power-
train and drivetrain circuitry through electronic control unit (ECU) and transmission
control unit (TCU) whereas the 48 V supply is used to drive the ISG. Figure 1 shows
the conventional diagram of a hybrid car operated using 48 V MHS. Typically, ISG
is directly controlled by the 48 V battery pack to perform the hybrid task.

In this paper, miniature mild hybrid system operated from a shared 12 V battery is
proposed using energy conversion technology. The major advantage of this proposed
system is, it uses only one level of voltage to power the vehicle circuitry and theMHS
system. An efficient DC/DC converter to convert 12 V to 48 V is introduced in this
design which integrates PID control in its closed-loop feedback control. Cascading
the proposed design to form a 48 V DC link may be a promising solution to drive the
commercial ISG that needed huge ampacity in its operation. The proposed design
is a step-up topology where 12 V from the lead-acid battery will be stepped up to
48 V. Many step up topologies where prominent characteristics such as non-isolated,
isolated, unidirectional, bidirectional, soft switching and hard switching have been
investigated in these articles [6–12] to assist in selecting the best topology for the
proposed design stated earlier. It is found out that single-ended primary inductor
converter (SEPIC) is the most suitable topology to be used as the converter type.
SEPIC has great ability to generate output voltage which is independent of the input
voltage state and without polarity reversal. Furthermore, SEPIC is very suitable to be
applied in battery storage system where fluctuation in its voltage level is inevitable.
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2 Proposed Converter for Mild Hybrid System

2.1 DC/DC Converter Design

The proposed design is based on combination of SEPIC and boost converter where
it can produce output voltage at equal, less, or greater than its input voltage. Figure 2
shows the proposed design which uses non-coupled inductors in its topology. It
consists of one N-Channel MOSFET switch, two identical inductors Li and Ls, two
ultra-fast recovery diodes Ds and Do and three capacitors Cs, Co1 and Co2. Cs acts as
a buffer capacitor to let the generated output voltage be invulnerable regardless of
its input voltage level. It is also known as SEPIC coupling capacitor. Co1 acts as the
boost capacitor while Co2 is the output capacitor for the 48 V MHS. The static gain,
M for the system is 4.0 and it is considered as a standard static gain.

This proposed design is optimized for MHS application where the rated output
voltage is 48 V. To model the proposed converter, the parameter associated in the
design are calculated using equations based on the following black box specifications:

Input voltage: Vi = 12 V.
Estimated efficiency: η = 90%
Total output power: Po = 96 W.
Rated output: Vo2 = 48 V, Io = 2A.
Switching frequency: fsw = 100 kHz.

Considering idealities and neglecting the small diode’s voltage drop, the duty
cycle of the output voltage can be calculated using the following equation:

Duty cycle,

D = Vo2 − Vi

Vo2 + Vi
(1)

Fig. 2 Proposed SEPIC-Boost converter
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The inductor Li and Ls can be calculated using:
Li and Ls inductance,

Li = Ls = Vi D

�IL fSW
(2)

where �IL is the peak-to-peak ripple current flowing through the inductor Li.
For SEPIC converter, the recommended value for �IL is approximately 40% of

the maximum input current.
Peak-to-peak ripple current,

�IL = Ii ∗ 0.4 (3)

The SEPIC coupling capacitor, Cs and Co1 are having similar peak-to-peak ripple
voltage. The Cs and Co1 capacitance can be calculated using the following equation:

Capacitor Cs and Co1,

Cs = C01 = I0
�Vc fSW

(4)

where �Vc is the peak-to-peak capacitor voltage ripple and Io is the total output
current. Practically, the ripple value is set between 5 to 10% of the nominal voltage
at Co1.

Voltage ripple

�Vc = Vi

1 − D
∗ k; k = 0.05 to 0.1 (5)

The output capacitor for ISG can be calculated using the following equation:
Output capacitor,

C02 = D

R
(

�V02
V02

)
fsw

(6)

where�Vo2 is the output ripple voltage at ISG and usually set between 1 to 5% of
the output voltage. R is the load impedance of ISG. Table 1 simplifies the calculated
parameter used in the proposed design.

2.2 PID Feedback System

The determination of PID gains for converter that integrates MOSFETs and high
frequency switching is difficult because the model linearizes to zero. One of the
popular techniques to solve this issue is using Ziegler-Nichols Tuning Rule where



Modelling and PID Control of SEPIC-Boost … 139

Table 1 SEPIC-Boost
converter parameters

Parameter Value Parameter Value

Input voltage,
Vi

12.0 V Input ripple
current, �IL

3.6A

Input current, Ii 8.9A Capacitance, Cs
and Co1

13.3μF

Output voltage,
Vo2

48.0 V Capacitor
voltage ripple,
�Vc

1.5 V at k =
0.05

Switching
frequency, fsw

100 kHz Capacitance,
Co2

50μF

Li and Ls
inductance

20.2μH Equivalent Load Load = 24�

KP, KI and KD values are estimated using transient step response of a plant [13,
14]. In this proposed design, the Second Method Ziegler-Nichols Tuning Rule is
applied to determine the PID gains due to the existence of signal overshoot during
the transient period. PID controller block is represented by a combination of three
gains which are proportional, integral and derivative gain. The relation between the
PID gains is shown in Eq. (7):

GPI D(s) = KP + KI
1

s
+ KDs = KP

(
1 + 1

TI s
+ TDs

)
(7)

where:

KP is proportional gain.
KI is integral gain.
KD is derivative gain.
TI is integral time.
TD is derivative time.

Table 2 shows the gain estimator chart for SecondMethod Ziegler-Nichols Tuning
Rule where KU is the ultimate gain and TU is the steady state oscillation period.

Based on the initial values from open loop response, the selected initial KP value is
0.008with oscillation period, TU equals to 7ms. The final satisfactory fine tune values
for KI and KD are 14 and 5.6 × 10–6, respectively with filter coefficient, N of 100.
Figure 3 shows the complete schematic for the simulation using Matlab/Simulink.

Table 2 Z-N gain estimator
chart

Controller Type KP TI TD

P 0.50KU ∞ 0

PI 0.45KU TU/1.2 0

PID 0.60KU TU/2 TU/8
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Fig. 3 Simulink schematic of the proposed SEPIC-Boost converter for MHS application

3 Simulation Results and Discussion

The input voltage is set at 12 V with 100 kHz switching frequency applied to the
system as depicted in Fig. 3. After the simulation has completed, it is found out that
the simulated output waveforms at ISG conclusively show the expected 48 V voltage
and 2A current. Simulation also shows that the design able to operate effectivelywith
duty cycle optimized at 0.6 producing a very minimal peak-to-peak ripple for output
voltage which is less than 10%. Figures 4 and 6 show the output waveforms compar-
ison when the proposed design is operated under open loop and PID closed-loop
control, respectively. Obviously under PID feedback control, the proposed design
exhibits no overshoot and excellent regulation with small peak-to-peak (p-p) ripple
in its waveforms.

In Fig. 4, the design suffers extremely high overshoot both for voltage and
current waveforms during start-up under open loop system. The voltage overshoot is
measured at 82.0 V which is equal to 76.3% whereas the current overshoot is tipped
at 3.4A. The settling time for the open loop system is 5.5 ms. Running under steady
state condition, the output waveforms cannot optimally regulate as shown in Fig. 5.

Although the peak-to-peak (p-p) ripple for voltage is 2.4 V and 0.09A for current
(which is less than 10%), the expected theoretical output waveforms cannot be met
using similar duty cycle as in closed loop system. The root mean square (RMS)
for the output voltage is 46.5 V and 1.94A for the output current indicating a poor
regulated system when operated under open loop control.

Figure 6 shows the output waveforms under PID feedback control. Clearly, the
generated output waveforms are excellently regulated with RMS value of voltage at
48.1 V and 2.0A for current. The settling time measured is 6.2 ms which is slightly
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Fig. 4 Output waveforms under open loop control (top) Output current at ISG in ampere (bottom)
Output voltage at ISG in volt

Fig. 5 Peak-to-peak ripple waveforms under open loop control. (top) Output ripple current at ISG
in ampere (bottom) Output ripple voltage at ISG in volt
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Fig. 6 Output waveforms under PID feedback control. (top) Output current at ISG in ampere
(bottom) Output voltage at ISG in volt

Table 3 Dynamic characteristics of the proposed SEPIC-Boost

Settling time (ms) Percent Overshoot Rise time (ms) Steady-state error

Open loop 5.50 76.3% 0.46 3.1%

PID feedback 6.20 − 1.68 −

slower compared to the open loop system which is normal for PID feedback system
to initially adjust its dynamic response.

Table 3 shows the comparison for the dynamic characteristics of the proposed
SEPIC-Boost converter under open loop and PID closed-loop control.

Figure 7 shows the peak-to-peak ripple of the output waveformsmeasured at 4.6V
for the voltage and 0.2A for the current, respectively. The ripple is less than 10%
indicating that the proposed design behaves extremely well with the PID feedback
control.

4 Conclusion

A 48 V SEPIC-Boost converter with PID feedback control for miniature mild hybrid
system is designed in this paper. The converter is based on the conventional SEPIC,
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Fig. 7 Peak-to-peak ripple waveforms under PID feedback control. (top) Output ripple current at
ISG in ampere (bottom) Output ripple voltage at ISG in volt

but modification based on boost converter is added in the design to broaden its input–
output characteristics. By combining the key characteristics fromboth topologies, the
proposed design able to produce well-regulated output waveforms using similar 12 V
input supply. Operated by only single switching MOSFET makes the complexity of
the proposed topology to be very simple. Furthermore, with the integration of PID
feedback control, the system reacts very well resulting in no overshoot and fast
settling time in its output waveforms. Finally, this SEPIC-boost converter has been
successfully simulated and able to generate well-regulated 48 V, 2A outputs for
miniature mild hybrid system with estimated efficiency of 90%.
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Particle Swarm Optimization
with Multi-Chaotic Scheme for Global
Optimization

Wy-Liang Cheng, Koon Meng Ang, Cher En Chow, Wei Hong Lim,
Sew Sun Tiang, Chun Kit Ang, Balaji Chandrasekar, and Eik Cheng

Abstract Particle swarm optimization (PSO) is widely implemented as an opti-
mizer due its characteristics of simple implementation and fast convergence speed.
However, it has tendency to cause premature convergence and population diversity
loss if the population is not well-initialized due to its randomness. In this research,
a PSO with Multi-Chaotic Scheme (PSOMCS) is introduced to generate promising
initial population to improve the population diversity and fitness of the candidate
solution. Multiple chaotic system is dependent on the initial condition that can cover
a broader region of the search space. By using multiple chaotic maps, the intro-
duced method is able to solve different types of problems effectively as each type of
chaotic maps has better performance in solving a specific problem. The performance
comparisons of PSOMCS and the existing PSO variants are conducted by using
the test functions of CEC 2014. The simulation analyses reported that PSOMCS
outperforms its competitors with respect to total mean fitness.

Keywords Particle Swarm Optimization · Multi-Chaotic Scheme ·
Oppositional-based learning · Modified initialization scheme

1 Introduction

Metaheuristic Search Algorithm (MSA) is one of the approachable methods being
applied as a decision-making tool due to its characteristic of independent from the
gradient information in traditional methods [1]. This characteristic is crucial in opti-
mization tasks because most real-world applications consist of black box optimiza-
tion problems that does not contain gradient information [2]. MSAs can be catego-
rized based on their search mechanisms and inspiration sources [3], known as (i)
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swarm intelligence (SI) algorithms motivated by the group behavior of animal char-
acteristics as in [4–6], (ii) evolutionary algorithms influenced by Darwin’s theory
of evolution as in [7–9], (iii) human-based algorithms inspired by multiple human
characteristics like thinking, socializing and learning as in [10–12], and (iv) physics-
inspired algorithms inspired by the usage scientific method like chemistry, physics or
mathematics fundamental as in [13–15]. Based on various objectives, several MSAs
variants were established to handle various types of optimization problems more
robustly as introduced in [16–24].

Particle Swarm Optimization (PSO) [25] is motivated by the food sources
searching behavior of bird’s flock. PSO are widely investigated and proposed with
different variants due to its advantage of fast convergence rate and simple execution.
However, premature convergence tends to be caused by the disproportional of explo-
ration and exploitation searches. Uncontrol value for exploration tends to decrease
the convergence speed of candidate solutions towards the promising regions, whereas
the rapid diversity loss in population is caused by excessive exploitation. Further-
more, the qualities, in terms of fitness and diversity levels, of the candidate solutions
in initial population are crucial in affecting the optimization performance of PSO
[26]. The conventional initialization method generates initial population based on
random guess that does not consider the feature of current search environment [27].
This behavior has tendency to cause the candidate solutions being initialized at local
optima or inferior regions that are away from global optimum that affects the solution
accuracy and convergence rate of the optimizer [27].

To improve the quality of initial population of optimization algorithm, a new PSO
variant with Multi Chaotic Scheme (PSOMCS) is introduced in this article. The
concept of chaotic system is first adopted to initialize a population with improved
diversity level, followed by the implementation of oppositional based learning (OBL)
to generate populationwith broader coverage of search space. Themain contributions
of the proposed methods are as follows:

• Amodified initializations scheme is introduced by hybridizing the fundamental of
multiple chaotic systems andOBL to generate the initial populationwith improved
qualities.

• Four different chaotic maps are designed in the modified initialization scheme to
initialize the population using different chaotic maps based on a random chaotic
variable.

• Extensive performance evaluation is conducted to discover the adequate of
PSOMCS in solving all CEC 2014 test problems.

The remaining section of this article are structured as follows. The search mech-
anisms of conventional PSO are described in Sect. 2. The search mechanisms of
proposed PSOMCS are described in Sect. 3. The simulation settings and perfor-
mance comparisons are reported in Sect. 4. Lastly, the conclusion and future works
are described in Sect. 5.
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2 Conventional PSO

The conventional PSO [25] introduced in year 1995 adopts the searchingmethod that
imitates collective behaviors of bird’s flock and fish in locating food sources. Each
particle in the population defines a potential solution to the optimization problem.
Each i-th particle contain velocity vector Vi = [

Vi,1, · · · ,Vi,d, · · · ,Vi,D
]
and posi-

tion vector Xi = [
Xi,1, · · · ,Xi,d, · · · ,Xi,D

]
, where i ∈ [1, I] and d ∈ [1,D]. Partic-

ularly, d denotes the dimensional index and D is the total decision variable number
of the solution. The global best position Gbest = [

Gbest,1, · · · ,Gbest,d, · · · ,Gbest,D
]
,

known as the current best solution located during the optimization process, whereas
the personal best position of Pbest = [

Pbest,i,1, · · · ,Pbest,i,d, · · · ,Pbest,i,D
]
defines the

fittest solution of i-th particle found so far. The new velocity Vnew
i,d and new position

Xnew
i,d of each i-th particle in every d-th dimension are computed as follows:

Vnew
i,d = ωV i,d + c1r1

(
Pbest,i,d − Xi,d

)

+ c2r2
(
Gbest,i,d − Xi,d

)
(1)

Xnew
i,d = Xi,d + Vi,d (2)

where ω refers to inertia weight; c1 and c2 are acceleration coefficients; r1 and r2 are
two uniform distribution stochastic number in range of 0 to 1. The fitness value of the
new position of i-th particle is assessed and competed with its personal best position
as well as the global best position. If the former one is fitter, the latter two positions
will be replaced. The optimization process of PSO is iterated until the termination
condition is fulfilled and the final Gbest will be used to answer the problem that has
encounter.

3 PSOMCS

As mentioned in previous section, the conventional initialization method randomly
initializes the population without considering the environment information of the
search space. This behavior tends to affect the precision of the initial solutions
being generating in inferior regions of the search space. The convergence rate of
the optimizer can also be risked due to the initial particles are located far away
from the global optimum. In order to overcome the abovementioned drawbacks, a
multi-chaotic scheme is designed into the proposed PSOMCS to generate the initial
population with better fitness and population diversity.

During the population initialization stage, the particles with improved solution
diversity are generated by leveraging the stochasticity and non-iteration attributes of
a chaotic map. Define γ0 as an initial condition of a chaotic variable that randomly
generated in every independent run. Meanwhile, γx is define as the chaotic variable
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generated by the selected chaotic maps at x-th sequence, where x = 1, · · · ,X and
X refers to the maximum sequence number. The chaotic map is selected to generate
the chaotic variable based on 4 conditions: (i) Circle maps if selected if γ0 ≤ 0.25,
(ii) Gauss map is selected if 0.25 ≤ γ0 < 0.5, (iii) Singer map is selected if 0.5 ≤
γ0 < 0.75, and (iv) Sinusoidal map is selected if 0.75 ≤ γ0 < 1. The Circle, Gauss,
Singer and Sinusoidal maps selected to generate chaotic population of PSOMCS are
described as follows [28], respectively:

Circle (CIR): γz+1 = mod
(
γz + b − (a/

2π
)
sin(2πγz), 1

)
(3)

Gauss (GAU): γz+1 =
{

1
1/
mod(γz, 1)

, γz = 0
, otherwise

(4)

Singer (SGR): γz+1 = μ
(
7086γz − 23.32γ 2

z + 28.75γ 3
z − 13.302875γ 4

z

)
, μ = 1.07

(5)

Sinusoidal (SND): γz+1 = aγz sin(πγz), a = 2.3 (6)

Suppose that Xmin
i,d and Xmax

i,d represent the lower and upper boundaries of i-th
chaotic population, respectively, in the d-th dimension, where d = 1, · · · , D and
i = 1, · · · , I . Given the chaotic variable γx produced at the final iteration of x, d-th
variable of position vector for the i-th chaotic population member, defined as XCS

i,d ,
is formulated as:

XCS
i,d = γz

(
Xmax
i,d − Xmin

i,d

) + Xmin
i,d (7)

Based on Eq. (7), a chaotic swarm φCS = [
XCS
1 , · · · , XCS

i , · · · , XCS
I

]
with the

swarm size of I is computed.
Although the chaoticmap is robust in generating the chaotic populationwith better

population diversity, some particles have tendency to be initialized at the inferior
regions that far from the global optimum, leading to the reduction of convergence
rate towards the promising zones of the search space. In order to address this issue, the
Opposition-Based Learning (OBL) mechanism introduced in [29] is implemented
in this framework to produce a better scope of solution space by generating the
solution set opposite to φCS . Define XCS

j and XOBL
j as the i-th candidate solution of

chaotic population and the corresponding opposite solution of i-th candidate solution
produced by OBL, respectively. Given Xmin

i,d and Xmax
i,d , the value of XOBL

i,d associated
with the i-th particle in d-th dimension is computed as follows:

XOBL
i,d = Xmax

i,d + Xmin
i,d − XCS

i,d (8)

Similar with chaotic swarm, an opposite population φOBL =[
XOBL
1 , · · · , XOBL

i , · · · , XOBL
I

]
with the swarm size of I is generated.
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In order to generate an improved preliminary population, the chaotic popu-
lation φCS and the opposite population φOBL are merged as φmerged =[
Xmerged
1 , · · · , Xmerged

i , · · · , Xmerged
2I

]
with the swarm size of 2I as follows:

φmerged = φCS ∪ φOBL (9)

The objective function value of each member in φmerged is assessed. A ranking
operator �(·) is employed to reposition all members of φmerged from superior to
inferior based on their objective function values to produce a ranked population of
φranked = [

Xranked
1 , · · · , Xranked

i , · · · , Xranked
2I

]
, known as:

φranked = �
(
φmerged

)
(10)

Finally, a truncation operator γ (·) is adopted to select the top I
best particles from �ranked to form the initial population φI ni tial =[
Xranked
1 , · · · , Xranked

i , · · · , Xranked
2I

]
of PSOMCS as follows:

φI ni tial = γ
(
φranked

)
(11)

Based on the positions and fitness values of the solutions in initial population, the
personal best position and global best position with their associated fitness values
are initialized. During the searching process, the new velocity and position values of
each solution are calculated iteratively based on Eqs. (1) and (2), respectively. The
objective function value f (Xi ) of the newposition of each i-th solution in PSOMCS is
evaluated and competed with the objective function values of its associated personal
best f

(
Pbest,i

)
and global best position f

(
Gbest,i

)
. The latter two positions and their

associated fitness values are substituted if the new position Xnew
i is fitter. Suppose

that ε and εmax refer to the number of fitness evaluations (Fes) consumed and the
maximum FEs employed as the termination condition of the searching process. The
optimization process is terminated when the termination criteria ε > εmax is fulfilled.
The overall framework of PSOMCS algorithm is described in Fig. 1.

4 Comparative Studies

The optimization performance of the proposed PSOMCS is competed with the
conventional particle swarm optimization (PSO) [25], particle swarm optimiza-
tion with sinusoidal map initialization scheme (PSOSND), accelerated particle
swam optimization (APSO) [30] and particle swarm optimization without velocity
(PSOWV) [31]. The performance evaluations are conducted using 30 test problems
from CEC 2014 [32] at dimension of D = 30. For all the compared algorithms,
the population size is set as I = 30 and the acceleration coefficients are set as
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Algorithm 1: PSOMCS
Input: I, D, min

iX , max
iX , Z, max

01: Initialize  CS  ,  OBL  ,  bestf G  , 0  ; 
02: for each i-th particle do
03: for each d-th particle do
04: Randomly generate a chaotic variable  0 0,1  and set 1z  ; 
05: if 0 0.25  then select Circle map in Eq. (3);
06: else if 00.25 0.5  then select Gauss map in Eq. (4);
07: else if 00.5 0.75  then select Singer map in Eq. (5);
08: else if 00.75 1  then select Sinusoidal map in Eq. (6);
09: end if
10: while z Z do
11: Compute z with the selected chaotic map and 1z z  ; 
12: end while
13: Produce ,

CS
i dX and ,

OBL
i dX by using Eqs. (7) and (8), respectively; 

14: end for
15: Update CS CS CS

iX   and OBL OBL OBL
iX   ;

16: end for
17: Produce merged , ranked and Initial using Eqs. (9) to (11), respectively;
18: 2I   ;
19: for each i-th particle do
20: Initialize the velocity iV as zero in all dimensions;
21: Update ,best iP ,  ,best if P , bestG and  bestf G ; 

22: end for
23: while max  do
24: for each i-th particle do
25: Compute new

iV and iX using Eqs. (1) and (2), respectively;
26: Evaluate  if X and 1   ; 
27: Update ,best iP ,  ,best if P , bestG and  bestf G ; 

28: end for
29: end while
Output: bestG ,  bestf G

Fig. 1 Pseudocode of PSOMCS framework

c1 = c2 = 2.0. The simulations of all compared optimizers are conducted for 30 inde-
pendent runs with the maximum number of fitness evaluations εmax = 10000 × D
as recommended in [32]. The optimization processes are simulated using Matlab
R2020a on a workstation utilized with Intel ® Core i7-10875H CPU @ 2.3 GHz.
The optimization performance of PSOMCS and all compared algorithms are reported
with respect to mean fitness fmean and standard deviation SD, implying the average
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search accuracy produced by each independent run and the search consistency of the
algorithm in locating the global optimum solution, respectively. The fmean and SD
values of PSOMCS and the compared optimizers are reported in Table 1. Particu-
larly, the best fmean value produced for each test function is indicated with boldface,
meanwhile the second fmean value is underlined.

Based on Table 1, the proposed PSOMCS is reported to outperform its competi-
tors in solving most of the CEC 2014 test problems by producing the most fmean

values. The proposed PSOMCS is reported to have 14 best fmean and 10 second-
best fmean values over 30 benchmark functions. Meanwhile, conventional PSO,
PSOSND, APSO and PSOWV produce 3, 7, 4 and 2 best fmean values, respec-
tively. For unimodal functions (F1 to F3), the proposed PSOMCS is reported to
have two fmean and one second fmean values. For simple multi-modal functions (F4
to F16), the proposed PSOMCS is observed to have best performance among its
competitors by producing six best fmean values. Meanwhile, PSOSND is reported to
have four best fmean values, implying its competitive performance in tackling multi-
modal functions. The proposed PSOMCS has promising performance in solving
hybrid functions (F17 to F22) by producing four best fmean and two second best
fmean values over six functions, implying that PSOMCS outperforms its competi-
tors. For composite functions (F23 to F30), PSOSND is reported to have the best
performance followed by PSOMCS, PSOWV, PSO and APSO which produce 3, 2,
2, 1 and 1 best fmean values, respectively. Although PSOMCS is not outperform
PSOSND in tackling composite functions, but PSOMCS is reported to have four
second best fmean values, which is competitive among other algorithms. From Table
1, the proposed PSOMCS has shown more competitive search accuracy than that of
PSOSND. This observation implies the advantages of using the multiple numbers of
chaotic maps over a single chaotic map in initialize the preliminary population with
promising solution qualities. The presence of multiple numbers of chaotic maps in
PSOMCS has enhanced the robustness of proposed work to tackle the diverse set of
optimization problems with different characteristics. The competitive performance
of proposed PSOMCS against the APSO and PSOWV also prove that the modifi-
cation of initialization scheme can serve as a promising approach to achievement
notable performance enhancement of PSO.
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Table 1 Performance evaluations of the proposed PSOMCS and four optimizers in solving 30 test
problems from CEC 2014

f mean (SD)

F1 F2 F3 F4

PSO 4.47E+05
(5.32E+05)

3.51E+06
(1.07E+07)

3.67E+02
(1.50E+03)

9.73E+01
(2.94E+01)

PSOSND 1.23E+06
(2.07E+06)

5.72E+05
(1.99E+06)

9.04E−02
(1.77E−01)

8.97E+01
(2.46E+01)

APSO 1.25E+08
(2.02E+07)

3.01E+07
(5.81E+07)

1.97E+05
(3.56E+04)

2.71E+02
(3.29E+01)

PSOWV 4.70E+08
(3.79E+08)

6.94E+10
(1.56E+10)

3.18E+05
(5.70E+04)

8.66E+03
(3.26E+03)

PSOMCS 2.60E+05
(3.61E+05)

2.23E+05
(7.37E+05)

1.31E+00
(5.60E+00)

1.03E+02
(3.72E+01)

F5 F6 F7 F8

PSO 2.01E+01
(1.60E−01)

2.88E+01
(3.77E+00)

5.51E−01
(6.85E−01)

1.36E+02
(2.06E+01)

PSOSND 2.01E+01
(1.31E−01)

2.96E+01
(4.19E+00)

4.70E−01
(6.03E−01)

1.19E+02
(1.94E+01)

APSO 2.00E+01
(3.26E−02)

2.54E+01
(3.50E+00)

1.25E+00
(6.16E−01)

1.37E+02
(2.75E+01)

PSOWV 2.09E+01
(9.48E−02)

3.83E+01
(2.41E+00)

5.61E+02
(2.05E+02)

3.87E+02
(3.23E+01)

PSOMCS 2.01E+01
(2.54E−01)

2.76E+01
(4.96E+00)

1.91E−01
(1.88E−01)

1.14E+02
(1.82E+01)

F9 F10 F11 F12

PSO 1.49E+02
(2.61E+01)

2.99E+03
(6.56E+02)

3.85E+03
(7.53E+02)

5.59E−01
(1.81E−01)

PSOSND 1.46E+02
(3.10E+01)

2.88E+03
(7.63E+02)

4.16E+03
(7.43E+02)

6.42E−01
(1.58E−01)

APSO 1.98E+02
(2.18E+01)

3.71E+03
(5.04E+02)

4.16E+03
(8.01E+02)

5.61E−01
(2.68E−01)

PSOWV 4.85E+02
(3.67E+01)

7.66E+03
(4.67E+02)

7.56E+03
(4.57E+02)

2.70E+00
(1.22E−01)

PSOMCS 1.36E+02
(3.32E+01)

3.39E+03
(6.06E+02)

3.77E+03
(6.89E+02)

5.03E−01
(1.62E−01)

F13 F14 F15 F16

PSO 5.33E−01
(1.02E−01)

3.03E−01
(1.60E−01)

2.87E+01
(1.37E+01)

1.21E+01
(6.77E−01)

PSOSND 4.34E−01
(8.89E−02)

2.44E−01
(4.40E−02)

3.23E+01
(1.72E+01)

1.22E+01
(6.70E−01)

APSO 5.92E−01
(1.17E−01)

2.57E−01
(5.35E−02)

3.16E+01
(2.06E+01)

1.28E+01
(6.66E−01)

(continued)
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Table 1 (continued)

f mean (SD)

PSOWV 6.12E+00
(5.58E−01)

1.46E+02
(6.54E+01)

3.58E+06
(7.86E+05)

1.34E+01
(2.05E−01)

PSOMCS 4.93E−01
(7.99E−02)

2.68E−01
(6.42E−02)

4.40E+01
(3.44E+01)

1.19E+01
(7.17E−01)

F17 F18 F19 F20

PSO 5.89E+04
(9.72E+04)

3.73E+03
(4.97E+03)

2.06E+06
(1.35E+01)

4.68E+02
(4.89E+02)

PSOSND 7.40E+04
(1.14E+05)

3.39E+03
(3.57E+03)

2.41E+01
(1.89E+01)

8.98E+02
(1.47E+03)

APSO 2.05E+06
(2.37E+06)

1.41E+05
(3.12E+05)

2.93E+01
(2.74E+01)

1.02E+05
(4.65E+04)

PSOWV 1.77E+07
(1.08E+07)

5.88E+08
(2.87E+08)

3.64E+02
(1.51E+02)

2.78E+05
(1.88E+05)

PSOMCS 3.98E+04
(2.46E+04)

2.50E+03
(4.48E+03)

2.09E+01
(1.56E+01)

3.18E+02
(2.90E+02)

F21 F22 F23 F24

PSO 1.82E+04
(1.24E+04)

8.54E+02
(3.28E+02)

3.15E+02
(3.38E−01)

2.33E+02
(7.87E+00)

PSOSND 3.63E+04
(4.85E+04)

8.33E+02
(2.38E+02)

3.16E+02
(1.88E+00)

2.32E+02
(5.91E+00)

APSO 1.16E+06
(9.69E+05)

6.23E+02
(1.73E+02)

3.62E+02
(1.51E+01)

2.50E+02
(2.84E+00)

PSOWV 6.03E+06
(6.96E+06)

1.08E+03
(2.42E+02)

6.74E+02
(8.04E+01)

4.66E+02
(3.90E+01)

PSOMCS 1.80E+04
(1.21E+04)

7.04E+02
(1.46E+02)

3.16E+02
(1.06E+00)

2.33E+02
(7.77E+00)

F25 F26 F27 F28

PSO 2.18E+02
(7.05E+00)

1.85E+02
(3.61E+01)

9.84E+02
(4.01E+02)

4.57E+03
(7.94E+02)

PSOSND 2.11E+02
(4.66E+00)

1.06E+02
(2.23E+01)

1.15E+03
(2.74E+02)

3.61E+03
(8.62E+02)

APSO 2.22E+02
(2.99E+00)

1.83E+02
(4.59E+01)

8.02E+02
(2.03E+02)

2.50E+03
(5.80E+02)

PSOWV 2.59E+02
(2.21E+01)

1.06E+02
(1.57E+00)

1.28E+03
(3.92E+01)

1.82E+03
(5.12E+02)

PSOMCS 2.13E+02
(3.76E+00)

1.08E+02
(4.08E+01)

9.96E+02
(4.12E+02)

4.16E+03
(7.99E+02)

F29 F30

PSO 4.75E+05
(2.12E+06)

4.03E+03
(2.28E+03)

(continued)
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Table 1 (continued)

f mean (SD)

PSOSND 1.17E+07
(1.30E+07)

3.64E+03
(1.22E+03)

APSO 1.23E+07
(1.88E+07)

9.88E+04
(3.25E+04)

PSOWV 1.04E+07
(9.14E+06)

3.79E+05
(3.39E+05)

PSOMCS 7.71E+03
(1.66E+04)

3.05E+03
(1.04E+03)

5 Conclusion

In this article, an improved PSO variant is introduced by incorporating a multi-
chaotic scheme to substitute the conventional population initialization scheme in
order to generate a promising preliminary population. By combining the concepts
of OBL and various chaotic maps, the proposed multi-chaotic scheme is expected
to tackle the premature convergence issue of PSO by producing initial population
with better diversity level. Four different chaotic maps are adopted in the multi-
chaotic scheme to allow the algorithm in selecting the best chaotic map for certain
objective functions. The simulation result reported that the adoption of chaotic maps
in initialize population can achieve a better optimization performance compared to
conventional initialization scheme, especially when a combination of four chaotic
maps is adopted. In overall, the performance evaluations in solving 30 functions from
CEC2014 reported that the proposed PSOMCShas the best performance followed by
PSOSND, APSO, conventional PSO, and PSOWV. As the future works, the conver-
gence characteristics of proposed PSOMCScan be investigated. Furthermodification
can be made to the proposed PSOMCS to solve multi-objectives optimization prob-
lems, optimization problemswith constraints, and real-world engineering application
problems. Furthermore, the capabilities of the introduced PSOMCS in optimizing
artificial neural networks (ANNs) architectures are worth to be investigated also.
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Flexible Wearable Microstrip Antenna
with DGS and Shorting Post for WBAN
Application

Liu Yanan, Sew Sun Tiang, Wei Hong Lim, and Xiang Sheng Wong

Abstract Anovel flexible microstrip patch antenna with multiple notches, Defected
Ground Structure (DGS) and Shorting Post technique (SP) is presented to enhance
the antenna performance. The proposed antenna design covers Industrial Scientific
Medical (ISM) band, which is 2.45 GHz. A wider impedance bandwidth of around
8.93% (2.32 GHz–2.53 GHz) and return loss of −26.67 dB. The parametric studies
showed that the proposed antenna has salient characteristics, low profile and cost-
effective compared to existing flexible antennas. The proposed antenna achieves a
compact size of area with 19 × 24 mm. The size and shape are suitable for WBAN
application as it has the merits of stable gain and omnidirectional radiation patterns.

Keywords Microstrip · Wearable antenna · Healthcare · WBAN

1 Introduction

A Wireless Body Area Network (WBAN) can be defined as a wireless network of
wearable computing devices [1]. It can be used both in medical field, such as health-
care systems and non-medical domain, like the sprots and military application [2].
For medical usage, it is introduced to enhance the medical monitoring system, espe-
cially the mobility of patients when wearing medical monitoring device. Therefore,
a WBAN is made of various sensor nodes and a gateway node which is used to allow
connection to external database server. The specialized equipment used inmost of the
existingmedical monitoring system can transfer data using wired or fixed connection
such as standard telephone line. However, these systems are not location independent
as wired sensors are used. The introduction of wearable antenna can solve the stated
problem as the independent monitoring facility are able to be achieved in WBAN
[3].

The wearable antennas applications can be categorized into two groups, which
are on-body and off-body communication. In on-body communication, the data is
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Table 1 Frequency band
allocation

Frequency bands
(MHz)

Maximum EIRP
(mW)

Applications

13.5530–13.5670 100/500 SRD/ISM

40.66–40.77 100/500 SRD/ISM

433.05–434.79 50/100 RCD, SD/SRD

863–870 25 SRD/ISM

2 400–2 500 500 SRD/ISM

5 725–5 925 500 ISM

24 000–24 250 500 SRD/ISM

59 300–62 000 500/1000 SRD/ISM

122 020–123 000 500/1000 SRD/ISM

244 000–246 000 500/1000 SRD/ISM

transmitted along the body between body-worn user nodes [4]. There are multiple
frequency bands defined for WBAN devices including Medical Implant Communi-
cations System band (MICS: 400 MHz), Industrial Scientific Medical Band (ISM:
2.4 GHz and 5.8 GHz) as well as Ultra-Wide Band (UWB: 3 – 10 GHz) [5]. ISM
band is widely used in most of the antenna design such as microstrip patch antenna,
dipole antenna and planar antenna [6]. Table 1 shows the frequency band allocation.

Antennas are vital component of the WBAN devices [7]. Recently, the rapid
development of wearable devices has emphasized the features of flexibility. The key
factor of flexibility is using flexible substrates. Fabric materials, FR4 and Polyimide
materials are widely used as flexible substrates. Jeans with the permittivity constant
1.7 [8] and felt with the permittivity of 1.22 [9] is chosen as the substrate. In work
[10], cotton is used as the substrate. However, these three textile materials have a low
permittivity which result in a bulky size as stated in paper [11]. Some researchers
proposed FR4 as the substrate as it can achieve compact size [12, 13], however the
radiation patterns are omni-directional.

Several problems and challenges have been identified for the antenna design for
WBAN. Conventional wearable antennas have been introduced for this application
such as microstrip [14–16]. However, microstrip has inherent drawbacks in terms of
size and bandwidth [17]. Although Vivaldi antenna exhibits wide-band characteristic
[18, 19], the antenna requires larger geometry and is difficult to build. Therefore, this
type of antenna is notwell-suited forWBANapplication.A high gain flexible antenna
[9] which is operating from 9.7 to 10.6 GHz has been investigated for healthcare
detection and wearable application. Although the design uses fabric materials-zelt
as patch and ground, the operation frequency is much higher and does not cover the
ISM band. A button like antenna is discussed in the paper [20], the antenna size is
smaller as compared with the works mentioned above, it has a good gain and excel-
lent efficiency however the bandwidth is quite narrow. In summary, all the existing
designs are a result of trade-off between size and bandwidth. Moreover, microstrip
patch antenna has been selected as the baseline design for wearable antenna. One
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such drawback is relatively narrow bandwidth of the antenna which can affect the
reliability of antenna in terms of data transmission and reception. Due to physical
safety, factors such as miniature size and round edge is a matter of concern for the
wearable antenna design whereas EM wave and heat dissipation become the oper-
ation safety precautions [21]. Thus, modification and shorting post techniques are
applied to overcome the challenges. Modification technique is one of the methods
to reduce the microstrip patch antenna (MPA) size and this technique can be used
to miniaturize the antenna size by modifying their ground plane. There are different
modification methods, including reducing the ground plane, inserting different slots
in the ground plane, taking an irregular ground structure,make use of defected ground
structures (DGSs) and utilize the complementary SRR (CSRR)-based antenna [22].
Modification technique DGS has been integrated on the ground plane with planar
transmission line [23–27]. Various novel DGSs have been reported and a lot of appli-
cations have been investigated extensively in microwave circuits. Previous studies
[28, 29] have showed that using shorting post on the microstrip antenna can reduce
the size of the antenna.

In this paper, a novel wearable antenna with DGS and shorting post techniques
for bandwidth improvement is proposed. As described in subsequent sections, the
initial antenna design and optimization were carried out by simulations. The results
are analyzed and discussed in the following sections.

2 Antenna Design

The geometry of the proposed antenna consists of patch radiator on a ground plane
with dielectric substrate Polyimide with permittivity of 3.5 and a simple 50-�
microstrip transmission line. Two shorting posts with the radius of 0.25, are placed
on the antenna through the patch to the ground. Figure 1 shows the geometry of the
proposed design. The patch radiator is embedded with multiple notches to enhance
the bandwidth of the antenna and the size of the proposed antenna is 24 × 19 mm.

The ground plane is modified with DGS structure for the purpose of bandwidth
enhancement. The transmission line of the antenna is connected at the bottom of the
antenna from the substrate to the copper patch with the dimension of 3 × 0.75 mm.
Inset feed is also introduced with a dimension of 6.5 × 1 mm. The width (W) of the
radiating patch is calculated as given equation:

W = c

2 f0
√

εr+1

2

(1)

where, c is the speed of light, f0 is the resonant frequency and εr is the dielectric
constant of the substrate.

To calculate the length (L) of the patch, the mathematical equation is expressed:
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Fig. 1 Geometry of the
proposed antenna

L = Lef f − 2�L (2)

Lef f = c

2 fo
√

εre f f
(3)

�L = 0.142h

(
εre f f + 0.3

)(
W
h + 0.264

)
(
εre f f − 0.258

)(
W
h + 0.8

) (4)

εre f f = εr + 1

2
+ εr − 1

2

∣∣∣∣∣∣
1√

1 + 12
(
h
W

)

∣∣∣∣∣∣
(5)

where, Lef f is the effective length, �L is the length extension and εre f f is the
effective dielectric constant (Table 2).
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Table 2 Optimized
parameters of the proposed
antenna

Symbol Dimensions (mm)

Length of antenna, L 19

Width of antenna, W 13

Effective length, Lef f 0.035

Length extension, �L 1.147

Effective Dielectric Constant, εre f f 3.151

Width of ground, Wg 19

Length of ground, Lg 24

Width of inset, Wi 1

Length of inset, Li 6.5

Width of transmission line, Wt 1

Length of transmission line, Lt 3

Width of notch 1, Wn1 0.75

Width of notch 2, Wn2 1

Width of notch 3, Wn3 4.5

Length of notch 1, Ln1 8

Length of notch 2, Ln2 5.25

Length of notch 3, Ln3 7.5

Length of notch 4, Ln4 0.63

Length of notch 5, Ln5 2

Length of notch 6, Ln6 0.63

Length of notch 7, Ln7 1

Radius of SP 0.45

Shorting Post (SP) 1 (0,0)

Shorting Post (SP) 2 (0.8,0)

3 Results

Theproposed antenna is in the formofmultiple notches,DGS, shorting post andmade
of polyimide substrate material to achieve its wideband characteristics. DGS is used
as an emerging technique for improving the various parameters of antenna design for
example its narrow bandwidth, cross polarization, low gain etc. The design of ground
plane can be periodic or non-periodic shape. By introducing the single or multiple
defects, it affects the current flow and shield current distribution at the ground plane.
The etched slots or defects on the ground plane increase the effective capacitance
and inductance which varies the distribution of current on the patch. This cutting of
edges would result more current paths on the patch and increase the current intensity.
Shorting post technique is applied to further increase the bandwidth by changing
the current patch. Figure 2 shows the proposed antennas with three different DGS.
Figure 3 shows the proposed antennas with three different notches design. Figure 4.
shows the proposed antennas with shorting post and without shorting post.
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Fig. 2 DGS Design: Design 1 (Left), Design 2 (Middle), Design 3 (Right)

Fig. 3 Notch Design: Design 1 (Left), Design 2 (Middle), Design 3 (Right)

Fig. 4 With shorting post and without shorting post
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Fig. 5 Reflection coefficients for various notch design

Figure 5 shows the comparison of reflection coefficients for the three designs
with different DGS Based on the result obtained. Design 1 contains a sharp resonant
frequency with −12 dB at 2.455 GHz with introduction of two etched rectangular
slot shapes on the top left and bottom right. Insertion of a circular slot in the middle
of the ground plan for Design 2 yields the largest impedance has a better impedance
bandwidth of 4.1% with −8 dB at 2.332 GHz. By adding DGS structure, Design 3
can achieve the largest bandwidth of 4.49% among the three designs studied with −
19 dB at 2.444GHz.A ground planewithDGSwas selected as the optimumdesign as
it provides significantly wide bandwidth over the frequency range of interest. Apart
from that, the result of antenna after adding notches is shown in Fig. 6. Based on the
result obtained, Design 1 achieved 2.4059 GHz to 2.5174 GHz with bandwidth of
0.1115 GHz at 4.55%. Design 2 is from 2.395 GHz to 2.5001 GHz with bandwidth
of 0.1051 GHz at 4.29%. Design 3 obtained a frequency range of 2.3935 GHz to
2.499 GHz with smaller bandwidth of 4.31%. By comparing with the initial design
without notch, the initial bandwidth is only 0.68%.

Figure 7 and Fig. 8 shows the comparison of reflection coefficients for shorting
posts with various radius. It can be noticed that with the radius increases, the band-
width increases. Table 3 shows the bandwidth with various radius. To improve the
antenna performance, a parameter sweep was done to find the best position of the
shorting post. Move shorting post on X-axis from the from the point of (−0.3, 0) to
the point of (−1.9, 0). Move shorting post from the point of (−0.3, 0) to the point of
(−0.7, 0), it is found that with the distance between the center to the shorting post
increases, the bandwidth and the resonant frequency increases as well. The point of
(−1, 0) is a turn point, the bandwidth decreases with the distance increases after this
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Fig. 6 Reflection coefficients for various DGS design

Fig. 7 Reflection
coefficients for shorting
posts with various radius

point and the lower resonant frequency of the dual band decreases as well. Figure 9
and Fig. 10 shows the reflection coefficients for shorting post with different locations.
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Fig. 8 Reflection
Coefficients for shorting
posts with various radius

Table 3 Bandwidth with
various radius

Radius (mm) Bandwidth
(GHz) (%)

Radius (mm) Bandwidth
(GHz) (%)

0.05 4.83 0.36 5.82

0.15 5.09 0.38 5.81

0.25 5.46 0.4 6.04

0.35 5.84 0.42 9.34

0.45 8.93 0.44 9.08

Fig. 9 Reflection
coefficients for shorting post
with various
locations from –0.3 to −0.7

4 Conclusion

A novel, wideband patch antenna with DGS structure, multiple notches and shorting
post for WBAN applications has been presented. The proposed antenna has a wide
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Fig. 10 Reflection
coefficients for shorting post
with various locations from
–0.8 to –1.9

bandwidth of 8.93%, covering from 2.32 GHz to 2.53 GHz which meets the required
WBAN frequency bands. The novel shape and size are suitable for WBAN applica-
tions as it has the merits of stable gain and omnidirectional radiation pattern. The
introduction of notches, DGS and shorting post improve the radiation efficiency as
current path is increased around the slots. The proposed design has small size which
makes it a suitable to be embedded for WBAN and healthcare monitoring system.

Acknowledgements This work was supported by the Ministry of Higher Education Malaysia
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Abstract The flexible system has massive benefits compared to the rigid structure,
which is lightweight, low energy consumption and high efficiency. However, the
lightweight structure causes undesired vibrations on a system that could damage the
structure. This paper proposes a modelling of horizontal flexible plate structure by
utilizing bird mating optimizer algorithm and implementation of vibration control on
the system in simulation environment. There are two main objectives of this project
which are to model a horizontal flexible plate system and to design an accurate
controller by eliminating the excessive vibration of the system in order to achieve
high-performance efficiency. Initially, input–output experiment data is collected from
previous researchers and utilized to model system development. Then, the linear
autoregressive with exogenous (ARX) model is selected as a model structure for
model development using system identification method via bird mating optimizer
(BMO) algorithm. Thereafter, the developed models were evaluated by mean square
error (MSE), correlation tests and pole-zeromap. The finest model is identified based
on the minimum MSE, stable in a pole-zero diagram and unbiased in correlation
tests. Then, the mathematical transfer function of the best model is utilized for the
development of the PID controller. The controller parameter is tuned using trial and
error method. Finally, the developed controller was evaluated and accessed using
two different disturbances known as single and multiple sinusoidal disturbances.
The result shows a significant vibration reduction of 11.18 and 10.13% for single
and multiple sinusoidal disturbances, respectively.

Keywords Flexible plate structure · System identification · Swarm intelligence
algorithm · Bird mating optimizer · Active vibration control

M. F. N. A. Samah · M. S. Hadi (B) · A. M. A. Wahab
School of Mechanical Engineering, Universiti Teknologi MARA, Shah Alam, Malaysia
e-mail: msukrihadi@uitm.edu.my

N. M. Mokhtar
Faculty of Civil Engineering Technology, Universiti Malaysia Pahang, Kuantan, Malaysia

I. Z. M. Darus
School of Mechanical Engineering, Universiti Teknologi Malaysia, Skudai, Malaysia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022

I. M. Khairuddin et al. (eds.), Enabling Industry 4.0 through Advances in Mechatronics, Lecture Notes in

Electrical Engineering 900, https://doi.org/10.1007/978-981-19-2095-0_16

169

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2095-0_16&domain=pdf
mailto:msukrihadi@uitm.edu.my
https://doi.org/10.1007/978-981-19-2095-0_16


170 M. F. N. A. Samah et al.

1 Introduction

In the past decade,most industries implemented a rigid structure in engineering appli-
cations consistently. One of the advantages of themention structures is less unwanted
vibration in the system due to their heavy and bulky characteristics. However, the
system characteristics effect limits the operation speed and high energy consumption
[1]. Hence, the industry in various engineering applications such as civil, mechan-
ical, and aeronautical, currently replaced it with flexible structure. The latter consists
of four elements including shells, beams, plates, and manipulators. Opposite to the
rigid structure, the flexible one provides high efficiency, lightweight and low energy
performance.

The flexible plate is the most popular element used in industry, such as satellites,
solar panels, and conveyors. The benefits of the structure attract the researcher to
conduct an experimental study for maximum utilization of the system. However,
the lightweight property is usually sensitive to external disturbances that can cause
some negative impacts on the plant like noise, fatigue and wear [2, 3]. This impact
will consequently reduce the system effectiveness and putting people life at risk.
Thus, the undesirable vibration should be controlled or eliminated from the flex-
ible plate structure by implementing robust vibration control system to preserve the
effectiveness of the system [4].

In the research area, there are two types of vibration control commonly reported
for minimization of excessive vibration on the plate structures; passive and active
vibration controls. The passive material in the PVC system plays a role control the
characteristic of dynamic system such as stiffness and damping ratio by increasing
the structure’s weight to eliminate excessive vibration in the structure. However, this
method is not suitable for low frequencies, which is expensive and leads to bulky
due to larger size and weight, low of versatility and de-tuning treatment process [5].

The nextmethod of vibration control is the active vibration control (AVC)which is
the most fitting method for the flexible system. This method minimizes the vibration
of the structure by producing secondary sources. This source will interrupt that
unwanted disturbance that causes the deduction of the vibration. The efficiency of this
method depends on the location of electronic components. The number of secondary
sources is subjective to the physical dimension of structure in achieving the accurate
output result [6]. In addition, this method usually required a controller to suppress the
vibration. The most popular controller is the PID controller because of the numerous
advantages such as easy implementation, less complex and minimal computational
effort [7]. Moreover, there are only three tuning parameters in the PID controller
known as proportional, integral and derivates gains. However, in order to attain a
robust PID controller, an accurate model of plant need to be achieved first [8, 9].

Previously, many researchers using varieties of the method to model the flexible
plate system such as finite element (FE) and finite difference (FD) methods [5, 10].
An exact model system is crucial to ensure the controller produces robust perfor-
mance in the vibration control system. Hence, many researchers currently applying
the system identification (SI) method for modelling the system to represent the actual



PID Controller Based on Bird Mating Optimizer … 171

system at any application. This method produces a mathematical transfer function
that represented the actual system by utilization of the vibration input–output data
collected from the experiment. Nowadays, researchers implement system identifica-
tion via intelligence algorithms including firefly, flower pollination, and ant colony
optimization to model flexible plate systems [11–13]. However, the implementation
of the BMO algorithm in modelling flexible plate structures for vibration control
purposes is still limited. The superiority of the BMO algorithm for optimization has
been explained by Arram and his colleagues in [14]. Hence, this study proposes the
model development of horizontal flexible plate structure using swarm intelligence
algorithm via bird mating optimizer algorithm owing to its superiority. Then, the
controller was developed based on best model to suppress the undesired vibration.
The performance of the controller was validated under single andmultiple sinusoidal
disturbances.

2 Methodology for Vibration Data Collection

The combination of software and hardware utilizing a data acquisition (DAQ) system
is utilized to collect the structural parameter of the plate structure. The DAQ system
consists of an actuator, sensor and a computer running DAQ software and signal
conditioning hardware. In this research study, the system identificationmethod based
on input–output experimental data has been applied to attain appropriate model of
the flexible plate structure. However, the vibration data was collected from previous
experiment conducted by former researcher. The experimental setup consists of
components and instruments namely, flexible plate, power amplifier, function gener-
ator, piezo-beam type accelerometer, magnetic shaker, circular shape permanent
magnet and DAQ system [15].

This experiment was carried out by referring to the experimental setup conducted
by Hadi and his friends in 2018 [15]. The flexible thin, square and flat aluminium
plate was clamped at all edges horizontally to ensure the flexible plate vibrate in
a vertical condition. The dimension of the flexible plate used in this experiment
is 0.07 m on each side and 0.001 m in thickness. The circular shape permanent
magnet was attached at 0.01 m parallel to the magnetic shaker at the excitation point
of the experimental rig to generate the excitation of the system by the existence
of sinusoidal force. The magnetic shaker was connected to the function generator
and power amplifier. Furthermore, double pieces of piezo-beam type accelerometer
that act as sensors were mounted at different locations which are detection and
observation point to collect the acceleration signal that represents the vibration of
system. A computer consist of DAQ system was connected to the piezo-beam type
accelerometer to analyse the obtained experimental data [15] (Fig. 1).
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Fig. 1 Experimental layout for input–output data collection, a The integration process between the
experimental rig and DAQ system, b The bottom view of the plate

3 Bird Mating Optimizer Algorithm

Bird mating optimizer (BMO) is a swarm intelligence algorithm inspired by bird
mating strategies. The BMO have a population known as society and each society
represents a bird which is the feasible solution of certain problems. The society
is divided into two groups which are male and female birds. The male birds
consist of monogamous, polygynous and promiscuous while female birds have two
groups which are parthenogenetic and polyandrous. There are five types of bird
mating strategies considered in BMO which are monogamy, polygyny, promiscuity,
parthenogenesis and polyandry.

Monogamy is a bird mating strategy that involved a male bird, �xM that chooses
only a female bird, �xi to mate with each other. In monogamy system, most of the
bird is monogamous, and the male bird attracts the female bird by an intelligent
behaviour. The resultant brood of this system is described in (1) [16]:

�xb = �xM + w × �r . × (�xi − �xM)
c = random number between 1 and n

i f r1 > mcf

xb(c) = l(c) − r2 × (l(c) − u(c))

end (1)
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where �xb is the resultant brood of monogamy system, w is a time-varying weight
to alter the attractive female bird, �r is a vector of each element that distributed
randomly in [0, 1], mcf is the mutation control varying, which is in range 0 to 1, u
and l represented the upper and lower boundary of the element.

Polygyny is a bird mating system in which the male bird chooses to mate with a
number of female birds. This male bird involved in this mating system is polygynous.
The mating of polygynous and female birds will produce only a brood which is the
genes is a combination of female birds. The resultant brood of this mating system is
represented in (2) [16]:

�xb = �xPg + w ×
ni∑

j=1

�r . × (�xi j − �xPg
)

c = random number between 1 and n

i f r1 > mcf

xb(c) = l(c) − r2 × (l(c) − u(c))

end (2)

where ni is the number of interesting birds, �xPg is the polygynous bird and �xi j indicate
the j th attractive female birds.

Next, the promiscuity mating system showed the male and female birds only mate
at once and male birds have a high probability to not see the female and his brood for
another visit. Polyandry is a mating system in which the female bird tends to couple
with a number of male birds. The resultant brood formulation of promiscuity and
polyandry is the same as the monogamy system as shown in Eq. (2).

Parthenogenesis is a mating system that the female bird cares for her breed on
their own without involving any male bird. The resultant brood of parthenogenesis
is outlined as follow [16]:

f or i = 1 : n
i f r1 > mcf p
xb(i) = x(i) + µ × (r2 − r3) × x(i)

else

xb(i) = x(i)

end (3)

where, mcf p is the mutation control of parthenogenesis and µ is the step size.
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4 Result and Discussion

4.1 The Modelling System Based on Bird Mating Optimizer
(BMO) Algorithm

Themodelling of the horizontal flexible plate structure based on auto-regressive with
exogenous (ARX) model structure is designed via bird mating optimizer (BMO)
algorithm to identify the best model system that represent the actual behaviour by a
mathematical transfer function. The systemmodel is developed using 5000 vibration
input–output data collected from an experiment where the first 2500 data are used
to train the model, and the next 2500 data are used to verify the effectiveness of the
model. The developed model is considered the best model system after achieving the
robustness criteria by obtaining the lowestMSE, stable in pole-zero stability diagram
and correlates within 95% confidence level of correlation test.

Since there is no specific approach to tuning the parameter, the heuristic tuning
method is applied to obtain the best systemmodel. The tuning of parameters process is
considered important to determine the performance of the model. There are 7 param-
eters that needs to tune properly for this algorithm which are model order, number of
maximum iterations, mutation control factor (mcf), lower and upper boundary, muta-
tion size, µ, percentage of each species from the society and weight of time-varying,
w.

However, 2 parameters are fixed which percentage of each species from society
and time-varying weight to adjust the importance of the interesting female, w. This is
because Alireza and his friend (2013) recommend the w to set at 0.001 to improve the
global and local search. They also suggested setting the percentage of monogamous,
polygynous, promiscuous, polyandrous, and parthenogenetic birds at 50, 30, 10, 5
and 5 of the society, respectively, to obtain the optimum solution for each species
[16].

Based on the tuning result, the finest model system is achieved after the devel-
oped model is obtained 3.5806 × 10–6 for testing data, which is the lowest MSE,
stable in the pole-zero diagram and correlated within 95% confidence level in cross-
correlation test. The set of best parameters are utilized in the BMO algorithm during
modelling the flexible plate system is indicated in Table 1. The convergence of the
BMO algorithm is plotted in the graph, as shown in Fig. 2. Next, the actual and esti-
mated vibration output in time and frequency domain are illustrated in Figs. 3 and
4, respectively, while the error between experiment and estimated output by BMO
algorithm is shown in Fig. 5.

Next, the developedmodel must be validated by a robustness test. If the developed
model satisfied the test, the developed model is considered the best model of the
system. The performance of the BMOalgorithm in pole-zero stability and correlation
test is shown in Figs. 6 and 7, respectively. Refer to Fig. 6, and it indicates that all
the poles are inside the locus, which considered the system is stable, while Fig. 7
shows the developed model is unbiased in the cross-correlation test. However, this
set of parameters does not achieve the 95% confidence level of the correlation test
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Table 1 Best parameters that
utilized to obtain best model
based on BMO algorithm

Parameters Symbols Value

Number of birds Npop 200

Time-varying weight w 0.001

Model order NA 6

Mutation size µ 0.006

Mutation control factor mcf 0.9

Number of maximum iterations Maxiter 700

Lower and upper boundary [LB, UB] [−0.4, 0.4]

Fig. 2 Convergence of
BMO algorithm
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Fig. 3 Actual and BMO algorithm prediction result in time domain, i Vibration output for 5000
data; ii Enlarge view of 400 to 600 vibration output
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Fig. 4 Actual and BMO
algorithm prediction of
flexible plate system in the
frequency domain
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known as biased. In addition, Eq. (4) represents the discrete-time transfer function
of the developed model.

y(t)

u(t)
= −0.0302z−1 + 0.1215z−2 + 0.3316z−3 + 0.0316z−4 − 0.2448z−5 − 0.2776z−6

1 − 0.3122z−1 + 0.154z−2 + 0.1014z−3 + 0.0441z−4 + 0.233z−5 + 0.1141z−6
(4)
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Fig. 6 Stability of pole-zero
diagram of developed model
based on BMO algorithm
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Fig. 7 Correlation test of developed model based on BMO algorithm, i Auto correlation test ii
Cross correlation test

4.2 PID Controller Development in Active Vibration Control
System

Active vibration control (AVC) system is applied to suppress the undesired vibration
on a flexible plate system. Hence, the parameters of the PID controller are tuned
using the heuristic method. Table 2 is illustrating the set of best parameters of the
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Table 2 Set of best
parameters of PID controller
that used in AVC system

Parameter Kp Ki Kd

Value 1.0 0.2 0.007

PID controller obtained from the tuning method.

4.2.1 The Performance of PID Controller Under Single Sinusoidal Disturbance
The AVC system of the flexible plate system is applied under a single sinusoidal
disturbance to verify the controller’s performance in suppressing the undesired vibra-
tion on the system. The controller is developed by utilization the best parameter of
the controller The results of the PID controller are plotted in a graph based on time
and frequency domain, as shown in Figs. 8. Next, Table 3 describes the PID controller
is attenuated the decibel magnitude by 6.50 dB, which is 11.18% of the reduction
percentage.

4.2.2 The Performance of PID Controller Under Multiple Sinusoidal
Disturbance
On the other hand, the PID controller is developed under multiple sinusoidal distur-
bances. Figure 9 illustrates the performance of the PID controller based on the time
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Fig. 8 Result of PID controller under single sinusoidal disturbances, i Time domain, ii Frequency
domain

Table 3 Attenuation level
and percentage of reduction
under single sinusoidal
disturbance

Controller Decibel
magnitude
(dB)

Attenuation
level (dB)

Percentage of
reduction (%)

1st Mode 1st Mode 1st Mode

Without
controller

58.16 References References

PID
controller

51.66 6.50 11.18%
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Fig. 9 Result of PID controller undermultiple sinusoidal disturbances, iTime domain, iiFrequency
domain

Table 4 Attenuation level
and percentage of reduction
under multiple sinusoidal
disturbance

Controller Decibel
magnitude
(dB)

Attenuation
level (dB)

Percentage of
reduction (%)

1st Mode 1st Mode 1st Mode

Without
controller

64.18 References References

PID
controller

57.68 6.50 10.13%

and frequency domains. Next, Table 4 illustrates the PID controller is attenuated the
decibel magnitude by 6.26 dB, which is 10.76% of the reduction percentage. This
result proved that the developed controller successfully eliminates the undesired
vibration on the flexible plate system.

5 Conclusion

In this paper, an appropriate model of horizontal flexible plate system was developed
via the BMO algorithm. The validations of the developed model including mean
squared error, pole-zero map and correlation tests were described in this research.
The result outlines the best model that represents the dynamic system of the flexible
plate structure met all the validation criteria since the developed model achieved the
lowest mean squared error of 3.5806×10−6, high stability of pole-zero diagrams and
good correlation tests. After that, the best model achieved in the previous stage was
employed in the PID controller development to suppress the undesired vibration. The
controller design was validated using single, and multiple sinusoidal disturbances.
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Based on the obtained result, the developed controller successfully eliminates the
undesired vibration up to 11.18 and 10.13% for both single and multiple sinusoidal
disturbances, respectively. Hence, the objectives of this research have been achieved
successfully.
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Hub Angle Control of Flexible
Manipulator Based on Bacterial
Foraging Optimization

Muhammad Nazri Mohd Salme, Muhamad Sukri Hadi, Annisa Jamali,
Hanim Mohd Yatim, Mat Hussin Ab. Talib, and Intan Zaurah Mat Darus

Abstract Flexible manipulator offers industry with less material requirement,
lighter in weight thus transportable, consuming less power, require smaller actu-
ators, less control complexity while being able to operate in higher payload to
weight. But, due to high flexibility of the flexible manipulator, excessive vibration
can be found if the system is implemented. This study aims to simulate an accu-
rate model system using system identification (SI) technique via Bacterial Foraging
Optimization (BFO) for control of the hub angle of the flexible manipulator system
in simulation environment. It is vital to model the system that represents actual char-
acteristics of the flexible manipulator before precisely control the hub angle of the
flexible manipulator’s movement. The experimental data obtained from the flexible
manipulator system’s hub are utilised to construct a model of the system using an
auto-regressive with exogenous (ARX) structure. Bacterial Foraging Optimization
(BFO) is used to develop the modelling by SI technique to obtain the mathemat-
ical models. The generated model’s performance is assessed using three methods:
minimum mean square error (MSE), correlation tests, and stability test in pole-zero
diagram. The model of hub angle constructed using BFO has a minimum mean
square error of 1.9694,10-5, a high degree of stability, and strong correlation tests.
The model of hub angle constructed using BFO has a minimum mean square error
of 1.9694,10-5, a high degree of stability, and strong correlation results. Following
that, a PID controller is designed and heuristically tuned to provide accurate hub
angle positioning with a short settling time using the BFO model. It is also worth
noting that BFO’s model successfully regulated the hub angle’s positioning with a
0.8% overshoot and a 0.5242 s settling time in the presence of single disturbances.
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Keywords Flexible manipulator · System identification · Bacterial Foraging
Optimization · Swarm intelligence algorithm

1 Introduction

Nowadays, the flexible manipulator system has been offered as a replacement for
the rigid manipulator system. A rigid manipulator system is one that has a high
vibrational frequency. The system exhibits negligible tip deflection and is capable of
maneuver at any desired speed even when the system’s single-link mass is large and
consumes a large amount of energy [1]. Since the industrial revolution’s inception, a
manipulator system has improvised the manufacturing and spacecraft industries. In
1984, an ABB Robots rigid manipulator system weighed around 1450 kg and could
operate with a weight of only 90 kg. A manipulator system is typically powered by
hydraulic actuators and welded with hefty steel plates, which reduces the device’s
energy efficiency [2]. An industrial robot’s performance requirements and motion
control should be limitless [3]. However, if a system with a high mass and stiffness
that consumes a significant amount of energy to work on a payload can be replaced
by a system with a low mass and stiffness that consumes a similar amount of energy
to work on a payload, isn’t that a good revolution?

In addition to industrial robots, there is a high demand for manipulator systems
within spaceships. The inflexible manipulator will spend inefficient amounts of
energy and presenting the system in the modern period will be devastating. Thus,
a flexible manipulator system is the most appropriate system, as demonstrated by
existing space manipulator systems. The system is adaptive as a result of the connec-
tions and joints inherent within [4]. The structure is far less stiff, requires less energy,
and delivers payloads swiftly and precisely [5]. Regardless of this, flexible manipu-
lator systems are not as prevalent in manufacturing as they are in spaceship manu-
facturing. The issue exists because the vibration control mechanism for the flex-
ible manipulator system is still in its early stages. Manufacturers are interested in
acquiring the system because of the potential benefits that it may give that are much
superior than those supplied by competing systems at a lower cost. The flexible
manipulator system eliminates the need for a large number of actuators and sensors,
which reduces the cost and nonlinearities associated with rigid manipulator systems
[6].

Thus, how might a versatile manipulator system contribute more to the industry?
Initially, passive vibration control was used to alter the damping coefficient and
stiffness of themanipulator system [7]. This control mechanism reduced the system’s
ability to progress because there were fewer structures to enhance due to the lack of
feedback information from the system. Numerous researchers have developed active
vibration control for flexible manipulator systems during the last three decades by
including sensors such as accelerometers and strain gauges [8]. It is widely agreed
that active vibration control with a closed loop system ismore suitable for larger scale
industrial applications due to the feedback loop’s ability to alter the system’s structure
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and vibration control more precisely [9]. In a complete scheme of active vibration
control, actuators and sensors for vibration detection were attached on the flexible
manipulator system. As a result, a proportional-integral-derivative (PID) controller
was created to suppress the detected vibration. To complete the set, the controller is
also intended to specify a bandwidth, or a high fundamental frequency of vibration,
which enables the system to operate at high speeds while avoiding considerable tip
deflection [10].

2 Experimental Setup of the Flexible Manipulator System

The experimental setup of the entire system was designed to observe the hub angle
and endpoint acceleration and collects its vibration responses of input–output data
as referred in Fig. 1. As a mechatronic system, the flexible manipulator is basically
a mechanical system be equipped with an instrumentation system and software and
computer control [11]. Themechanical parts comprise of a single link thin aluminium
alloy pinned one end to a motor and free at the other. The dimensions of the single
link aluminium alloy are 600 × 40 × 1.5 mm. The aluminium has 1.125 × 10–11 m2

moment of inertia, 71 GPa Young’s modulus and 2710 kg/m2 mass density per area.
The instrumentation system is made of actuators, sensors and a software

programmable computer that collects the data of structural behaviour by using a
data acquisition system (DAQ) that can detect and configure the input output data
from sensors and actuators. A single ICP accelerometer is to be used as a sensor
to gain vibrational feedback attached at the free end of the flexible manipulator
as maximum vibration point. The electrical signal from the accelerometer will be
computed by the data acquisition system with the aid of computer. As a patch trans-
ducer, the piezo actuator is equipped as it is able to generate mechanical deformation
as response when voltage applied and vice versa and also able to generate voltage
when applied to stress. These capabilities enhanced the actuator’s principal function
in this investigation, which was to generate the control signal. To complete the set, a
piezo actuator amplifier is included to boost the voltage signal from the DAQ system

Fig. 1 Experimental setup
for the system integration
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to the appropriate level for the piezo actuator to function optimally. The flexible
manipulator’s one end is attached to the actuator system’s central hub. At the hub, a
150-WDCmotor acts as an actuator for the flexible manipulator system. The config-
uration enables the hub’s speed and angle displacement to be controlled via a PC
[10].

3 Bacterial Foraging Optimization

BFO is a mimicry of the foraging procedures used by bacteria, more precisely
Escherichia Coli (E. coli), to locate nutritious areas. The bacteria search for the
optimal through a sequence of movements on functional surfaces, including chemo-
taxis, swarming, reproduction, and finally elimination-dispersal [12]. The modelling
of the flexible manipulator system is created using System Identification (SI) tech-
nique. By using ARX structure, the model will represent the real characteristics
of the experimental flexible manipulator system in mathematical expression. The
model will be verified by three robustness tests that are the least mean-squared error
in testing data (MSET), stable in the pole-zero diagram and portrays within 95% of
correlation tests. Themodelwill be applied in the active vibration control scheme that
will be established. Each dynamic response of the flexible manipulator is modelled,
including input–output data from the hub angle.

The parameters that are tuned are the step size taken by the bacteria, the chemo-
tactic steps count, the elimination-dispersal steps count and lastly the model order.
Chemotaxis is the main part of the BFO algorithm. At chemotactic steps, bacteria
move to reach the global optimum. This stage also generates the bacteria’s motility.
Therefore, it is the most crucial step to determine the convergence of the algorithm to
the system. The value of chemotactic steps from 10 to 50 are proven to excel reaching
global optimum with acceptable computing time [13]. As crucial as the chemotactic
steps, the elimination and dispersal steps direct the algorithm to reach the global
optimum solution as the bacteria might skip it in the chemotactic loop [14]. The best
model for hub angle is achieved after heuristic approach is conducted on parameters
involved in the algorithm.

The implementation steps of BFO in modelling the flexible manipulator system
are as follows:

1) BFO computation requires the specification of eight parameters, including the
dimension of the search space, p and the number of bacteria in the population,
S. Nc denotes the number of chemotactic steps per bacteria lifetime, Ns denotes
the swimming length of the bacteria, Nre denotes the number of reproduction
steps, Ned , denotes the number of elimination-dispersal steps, Ped denotes the
probability of elimination-dispersal, and finally C(i) denotes the step size of the
chemotactic steps.

2) Eliminate-dispersal step, Ned (l = 1, 2, …)
Do l = l + 1
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3) Reproduction step, Nre (k = 1, 2, …)
Do k = k + 1

4) Chemotaxis step, Nc (j = 1, 2, …)
Do j = j + 1. For (i = 1, 2, …, S),

i. Conduct a chemotactic step on each bacterium separately.
ii. Calculate the nutritional content (J, i, j, k, l) with J as cost function. In

this study, MSE is implemented to set up the model prediction error. The
cost function J is denoted as:

J = 1

n

∑n

k=1
(e(k))2 (1)

Where n denotes the number of data points and e(k) denotes the
prediction error of the model.

Calculate,

J (i, j, k, l) = J (i, j, k, l) + Jcc(θ
i ( j, k, l), P( j, k, l) (2)

If no swarming effect,

Jcc(θ
i ( j, k, l), P( j, k, l) = 0 (3)

iii. Declare Jlast = J (i, j, k, l) first, it is possible that the further run has
better cost.

iv. Tumble. Produce a random vector, �(i) ranged [−1, 1]
v. Compute,

θ i ( j + 1, k, l) = θ i ( j, k, l) + Ca(i)
�(i)√

�T (i)�(i)
(4)

vi. Compute nutrient value for every bacterium (J, i, j, k, l) with J as cost
function. Calculate,

J (i, j + 1, k, l) = J (i, j + 1, k, l) + Jcc(θ i ( j + 1, k, l), P( j + 1, k, l)
(5)

If no swarming effect, use (3)
vii. Swim. Set m = 0, while m < Ns (if not climbing down too long)

• Count m = m + 1
• If J (i, j+1, k, l)< Jlast , means better. Update Jlast = J (i, j+1, k, l)
• Also, let

θ i ( j + 1, k, l) = θ i ( j, k, l) + Ca(i)
�(i)√

�T (i)�(i)
(6)
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• As in step v, utilize se θ i ( j + 1, k, l) to determine the new
J (i, j + 1, k, l)

• Else, if m = N s. End the while statement.

viii. Repeat step ii. for the next bacterium if i �= S

5) If j < Nc, repeat step 4.
6) Reproduction step

i. Allow

J ihealth =
∑Nc+1

j=1
J (i, j, k, l)

be the state of health of bacterium I for the specified values of k and l, and
for each i = 1, 2, … , S. Rank bacteria and chemotactic parameters, C(i)
from lowest to highest value of Jhealth (Highest values mean lower health).

ii. Sr bacteriawith highest values of Jhealth dies. The other bacteria reproduced
by splitting identically to their parent at the same location.

7) If j < Nre, repeat step 3.
8) Elimination-dispersal step

i. For i = 1, 2, …, S, and probability, ped.
ii. For m = 1:S,

• If ped < rand
• rand (Generate randomnumber, if the number is less than ped, bacteria is

eliminated and dispersed, generate new random positions for bacteria.
• Else, bacteria did not eliminate and dispersed hence staying at the

current position.

9) If l < Ned, repeat step 2). Else, end.

4 Result and Discussion

4.1 The Modelling of Hub Angle via Bacterial Foraging
Optimization (BFO)

The convergence of BFO modelling of the hub angle is illustrated in Fig. 2, and
the model attained an MSE of 1.9694,10-5. The output response in time domain for
the hub angle predicts the true properties of the hub angle, as illustrated in Fig. 3.
The normalised error associated with the BFO forecast of the hub angle is shown in
Fig. 4. As demonstrated by the dotted line in Fig. 3 and Fig. 4, 1750 sets of actual
input–output data are utilised for training and the remaining 4650 sets of data are
used for testing. The model’s effectiveness is then tested using robustness tests such
as pole-zero stability and correlation tests. The model has high stability in Fig. 6 and
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Fig. 2 The convergence of
modelling of the hub angle
based on BFO

Fig. 3 Actual and BFO
model of hub angle output
responses in time domain

Training 
data Testing data

is also unbiased within 95% of cross-correlation and auto-correlation tests in Fig. 5.
The discrete transfer function of the model is as shown in Eq. (7). The parameters
used to achieve the best parameter in modeling of hub angle using BFO algorithm
as presented in Table 1.

y(t)

u(t)
= 0.05716z−1 − 0.06697z−2 − 0.01907z−3 + 0.04745z−4

1 − 0.4855z−1 − 0.4269z−2 − 0.08995z−3 + 0.01039z−4
(7)
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Fig. 4 The modelling
normalized error of hub
angle based on BFO

Training 
data Testing data

Fig. 5 Correlation results of the hub angle model based on BFO

Fig. 6 Pole-zero stability
diagram for the hub angle
model based on BFO
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Table 1 The best parameters used in modelling hub angle

Parameters Symbol Value

Total number of bacteria S 60

Chemotactic steps count Nc 10

Swim steps count Ns 4

Reproductive steps count Nre 4

Elimination and dispersal steps count Ned 20

Probability of each bacteria to eliminate or disperse Ped 0.25

Bacteria that splits per generation Sr 30

Step size taken by each bacterium c 0.01

Model order 4

Number of parameters 8

Table 2 Set of parameters
applied on the PID controller

Controller KP KI KD

PID 9 105 0.0002

4.2 PID Controller Development in Active Vibration Control

The PID controller for hub angle system is designed inMATLAB/Simulink 2018. For
this controller, the reference input has been set to end at 25° as an input of movement
of the hub angle. To represent the external disturbances, a sine wave of 2 V amplitude
and 1 rad/sec frequency are applied to the hub angle to validate the robustness of the
controller developed. The external disturbances assess the performance of the PID
controller on its robustness to determine its competitiveness in real-world application.
The PID controller’s set of parameters is tuned through trial and error to provide the
best possible control of the hub angle with the least amount of overshoot and settling
time. The robust controller’s set of parameters is as shown in Table 2.

4.2.1 PID Controller Simulation Result Under Single Sinusoidal Disturbance
Based on the observation made on Fig. 7, the PID controller has flawlessly control
the output response of the BFO model to the 25° reference line. With the introduc-
tion of single disturbance to the hub angle system, the output response is initially
overshot 0.8% from the reference line but the controller made sure that the response
is overlapping with the 25° reference line at 0.5242 s.
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Fig. 7 Simulation of the
PID controller with single
sinusoidal disturbance

4.2.2 PID Controller Simulation Result Under Multiple Sinusoidal
Disturbance
Figure 8 below depicts the output response of the BFO model’s hub angle when the
PID controller is used in the presence of several sinusoidal disturbances. With an
exact proportional, integral, and derivative gain value as the controller and a single
disturbance, the PID controller successfully directs the system’s hub angle to 25°,
which is initially overshot by 0.84% and then settles flawlessly at the reference line
in 0.5252 s. The settling process ensures that the hub angle is accurately positioned
at 25° and that the vibration magnitude is minimised. The results of overshoot and
settling time calculations using the controller are shown in Table 3.

Fig. 8 Simulation result of
the PID controller with
presence of sinusoidal
disturbances
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Table 3 Results of overshoot
and settling time of PID
controller simulations

Disturbances Overshoot (%) Settling time (s)

Single sinusoidal 0.8 0.5242

Multiple sinusoidal 0.84 0.5252

5 Conclusion

Bacterial Foraging optimization was successfully used to simulate the hub angle of
the flexible manipulator system in this work. This study discussed both themodelling
and validation process. The hub angle model was confirmed using a minimum mean
squared error, exceptional stability in the pole-zero diagram, and correlations within
95% of confidence lines in both correlation tests. The model was then used to create
a PID controller for the hub angle. The existence of external disturbances confirmed
the controller’s ability to maintain accurate positioning with the least amount of
overshoot and settling time.
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Position and Attitude Control
of Quadrotor MAV Using Sliding Mode
Control with Tanh Function

Aminurrashid Noordin, Mohd Ariffanan Mohd Basri,
Zaharuddin Mohamed, and Izzuddin Mat Lazim

Abstract This paper presents a Sliding Mode Controller (SMC) with Tanh function
for position and attitude stabilization of a quadrotor micro aerial vehicle (MAV).
Since this MAV weighs less than 0.1 kg, even minor changes in its environment will
affect its performance. Hence a robust controller for position x , y, z, and attitude φ, θ ,
andψ is required. The nonlinearity factor is used to construct the dynamic quadrotor
model, and the Lyapunov stability function is then used to verify and guarantee
the proposed control scheme. To evaluate the robustness of the proposed control
method, the dynamic model was simulated in MATLAB Simulink both with and
without external disturbance. In addition, the proposed control approach is compared
to the PID control scheme in terms of integral square error (ISE). The results show
that sliding mode control utilizing the tanh function has excellent performance and
resilience against perturbation at par with PID.

Keywords Sliding mode control · Lyapunov stability · Quadrotor MAV ·
Perturbation

1 Introduction

Quadrotor research has grown in popularity during the last two decades. Quadro-
tors have a wide range of uses, including mapping, transportation, surveillance, and
education, despite the fact that they are a highly under-actuated device. To pull off
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achievements such as these, the controller must be able to withstand any perturba-
tions occur. Quadrotors are nonlinear systems with multiple inputs and outputs that
have a high degree of dynamic coupling. As a result, a reliable autonomous flight
capability is necessary for a quadrotor to complete the desired mission in terms of
attitude control and navigation control.

The quadrotor fuselage is simple, but the under-actuated and dynamically unstable
system makes designing a full controller difficult. For a very reliable attitude
controller, majority of the research relied on standard techniques by developing two
virtual inputs of φ and θ angles for a position control.

A number of control approaches have lately been implemented to address the
increased demands on quadrotor efficiency, such as backstepping control [1, 2],
linear feedback control [3, 4], PID control [5–7] and sliding mode control [8, 9].

Sliding mode control (SMC) is a prominent method for dealing with nonlinear
quadrotor dynamic uncertainty. In [10], a control rule based on the SMC with Tanh
function is proposed to improve quadrotor UAV control performance for altitude
and attitude stability. The performance of the SMC utilizing the Tanh function is
compared to that of other SMC control laws such as the reaching law, exponential
reaching law, and saturation function in the simulation. Without or with the presence
of parameter uncertainties and external disturbances, all SMC control approaches
show the capacity to stable quadrotor at the specified altitude (z) and attitude (φ, θ ,
ψ).

This paper contributes SMC controller with Tanh function for small scale
quadrotor with mass less than 0.1 kg focus on a position control with the sense
of Lyapunov theorem that guarantee the stability of the nonlinear system.

2 Quadrotor Systems Modelling

Generalized quadrotor coordinates consist of six degrees of freedom in which (x ,
y, z) describe the absolute positions and (φ, θ , ψ) are roll, pitch and yaw angle,
respectively, used to describe the orientation. Hence, the mathematical modelling of
a quadrotor [11] can be divided into two sections using theNewton–Euler formulation
as translational dynamics (absolute position) are represented by (1), and rotational
dynamics (orientation) by (2),

mẍ = U1(SψSφ + CψSθCφ)

mÿ = U1(−CψSφ + SψSθCφ)

mz̈ = mg +U1(CθCφ) (1)

Ixx φ̈ = (
Iyy − Izz

)
ψ̇ θ̇ − (Jr�d)θ̇ + lU2

Iyy θ̈ = (Izz − Ixx )ψ̇φ̇ + (Jr�d)φ̇ + lU3

Izzψ̈ = (
Ixx − Iyy

)
θ̇ φ̇ +U4 (2)
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where, m is the mass, g is the gravitational coefficient, l is the lateral arm length, I
is the moments of inertia for the quadrotor, the diagonal matrix 3-by-3 is defined as
I = diagonal

[
Ixx Iyy Izz

]T
, Jr is the rotor inertia, �d is total rotor speeds generated

from the two pairs of rotors.U1 is the total thrust force generated by four rotors,U2,
U3 andU4 are the torque for the respected DOF of roll, pitch and yaw angles. Finally,
S and C in the equation represent sin and cos function respectively.

2.1 Quadrotor State Space Representation

In order to carry out a systematic control system design procedure and for clarity of
notation, the dynamics described in (1) and (2) are rewritten as a standard system of
second order state space equations:

Ẍ = f (X) + g(X)U (3)

where X and U represent the state vectors and input vectors respectively described
as follows:

X = [x1x2x3x4x5x6]T = [x y z φ θ ψ]T (4)

and

U = [U1U2U3U4]T (5)

The nonlinear function of f(X) and g(X) can be rewritten as:

f (X) =

⎛

⎜
⎜⎜⎜⎜⎜⎜
⎝

0
0
g

a1ψ̇ θ̇ + a2�d θ̇

a3ψ̇φ̇ + a4�d φ̇

a5θ̇ φ̇

⎞

⎟
⎟⎟⎟⎟⎟⎟
⎠

, g(X) =

⎛

⎜
⎜⎜⎜⎜⎜⎜
⎝

uxm−1 0 0 0
uym−1 0 0 0
uzm−1 0 0 0

0 b1 0 0
0 0 b2 0
0 0 0 b3

⎞

⎟
⎟⎟⎟⎟⎟⎟
⎠

(6)

where a1 = (
Iyy − Izz

)
I−1
xx , a2 = −Jr I−1

xx , a3 = (Izz − Ixx )I−1
yy , a4 = Jr I−1

yy , a5 =(
Ixx − Iyy

)
I−1
zz , b1 = l I−1

xx , b2 = l I−1
yy , b3 = I−1

zz , ux = U1(SψSφ + CψSθCφ),
uy = U1(−CψSφ + SψSθCφ), and uz = U1(CθCφ).
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3 Control Design

Sliding mode based on reaching law include reaching phase and sliding phase. The
reaching phase drive system to stable manifold, the sliding phase drive system slide
to equilibrium. Chattering can be caused by a discontinuity in the sign function
in the SMC law. As a result, the discontinuous sign function can be substituted
by the continuous Tanh function to eliminate chattering. The sign function can be
approximated by the Tanh function depending on its steepness [12]. Following is a
description of the control design formulation for sliding mode control utilizing the
Tanh function. A sliding surface and it derivative is chosen as:

s = ė + λe, ṡ = ë + λė (7)

where, λ > 0, to satisfy the Hurwitz condition. Then tracking error and its derivative
value is defined as:

e = Xd − X, ė = Ẋd − Ẋ , ë = Ẍd − Ẍ (8)

Replacing (8) and (3) into (7) gives

U = g−1
(
Ẍd − f + λ

(
Ẋd − Ẋ

) − ṡ
)

(9)

For the reduction of high frequency chattering, ṡ can be replaced by continuous
tanh function as follows:

ṡ = −ηs − k.tanh
(
sε−1

)
, η > 0, k > 0, ε > 0 (10)

where −ηs is an exponential term, and its solution is s = s(0)e−ηt . Clearly, by
adding the proportional rate term −ηs, the state is forced to approach the switching
manifolds faster when s is larger. The steepness of the tanh function determines
how the tanh can approximate the sign function. The hyperbolic tangent function is
defined as:

tanh
(
xε−1

) = e
x
ε −e− x

ε

e
x
ε +e− x

ε
, ε > 0 (11)

where, the steepness of the tanh function is determined by ε value [12].

3.1 Stability Analysis

For stability, Lyapunov function V = 2−1s2 is chosen. Thus, we get

V̇ = sṡ (12)
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Replace (10) into (12) we get

V̇ = −k.s.tanh
(
sε−1

) − ηs2 (13)

For stability V̇ < 0, therefore (13) can be split into two terms and can be described
as

V̇ = V̇1 + V̇2 (14)

For the first term of (14)

V̇1 = −k.s.tanh
(
sε−1

)
(15)

According to Lemma 1.1 [13], we have

|s|∣∣tanh(sε−1
)∣∣ ≥ 0 (16)

For the second term of (14)

V̇2 = −ηs2 (17)

replace s2 = 2V into (17) gives

V̇2 = −2ηV2 (18)

Use Lemma 1.2 [13], and choose α = 2η and f = 0; we obtained

V2(t) ≤ e−2η(t−t0)V2(t0) (19)

Therefore, if η is a positive constant value, V2(t) tends to be zero exponentially
with the value of η. Therefore, when V̇1 ≤ 0 and V̇2 ≤ 0, it proves that V̇ ≤ 0
guarantees the stability of the system.

3.2 Attitude and Altitude Control

From (9), the control law for altitude and attitude using tanh function can be described
as follows:

U1 = mu−1
z

(
z̈d − g + λz(żd − ż) + ηzsz + kztanh

(
szε

−1
z

))

U2 = b−1
1

(
φ̈d − a1ψ̇ θ̇ − a2θ̇ + λφ

(
φ̇d − φ̇

) + ηφsφ + kφ tanh
(
sφε−1

φ

))

U3 = b−1
2

(
θ̈d − a3ψ̇φ̇ − a4�d φ̇ + λθ

(
θ̇d − θ̇

) + ηθ sθ + kθ tanh
(
sθ ε

−1
θ

))
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U4 = b−1
3

(
ψ̈d − a5θ̇ φ̇ + λψ

(
ψ̇d − ψ̇

) + ηψsψ + kψ tanh
(
sψε−1

ψ

))
(20)

3.3 Position Control

The position controller’s purpose is to follow a predetermined pathwhilemaintaining
zero angular velocities. The commanded x and y accelerations are used to calculate
the desired pitch and roll angles due to the coupling between x dynamics and the
θ angle and also between y dynamics and the φ angle. The following sliding mode
with tanh function is used to determine the required acceleration x and y.

ẍd = −ηx sx − kx . tanh
(
sxε

−1
x

)

ÿd = −ηysy − ky . tanh
(
syε−1

y

) (21)

To acquire the necessary roll and pitch angles, the desired accelerations (6) are
inverted with small angles approximation applied to φ and φ.

φd = mu−1
1 (ẍd sin(ψd) − ÿdcos(ψd))

θd = mu−1
1 (ẍd cos(ψd) − ÿ sin(ψd))

(22)

4 Simulation Results

The quadrotor model is simulated in MATLAB Simulink. The performance of SMC
with Tanh controller is compared to classical PID controller. A PID controllers are
found in a wide range of applications in control system and has proven to be robust in
many linear or nonlinear applications [14]. Therefore, the robustness of the proposed
system is compared to it. The parameters value used for quadrotor’s dynamics are
tabulated in Table 1. A few tests were conducted in order to evaluate the perfor-
mance of the designed SMC with Tanh. Integral Square Error (ISE) is chosen as the
index performance. Initially the quadrotor is set at ζi = 0[i = x, y, z, φ, θ, φ]. The
PID, proportional gain, derivative gain, and integral gain were manually tuned to
obtain satisfactory results and settling times. The desired circle trajectory given to
the systems as follows:

xd = Ax cos(π t/30)

yd = Ay sin(π t/30)
(23)

where Ax = Ay = 1, and t = 60 s.
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Table 1 Parameters’ for
×-mode configuration
quadrotor

Specification Parameter Unit Value

Quadrotor mass m kg 0.063

Lateral moment arm l m 0.0624

Thrust coefficient b Ns2 0.0107

Drag coefficient d Nms2 0.78264 × 10−3

Rolling moment of
inertia

Ixx kgm2 0.0000582857

Pitching moment of
inertia

Iyy kgm2 0.0000716914

Yawing moment of
inertia

Izz kgm2 0.0001

Rotor moment of
inertia

Jr kgm2 0.1021 × 10−6

4.1 Experiment 1: Circle Trajectory Without Perturbation

The simulation results presented in Fig. 1, demonstrate the greater performance of
the proposed SMC with Tanh compared to Classical PID Control. Both controllers
were able to follow the desired trajectory, however SMC with Tanh gave 0.01516,
1.1630, and 1.6160 at x , y, and z, respectively, based on the index performance in
Table 2. While the PID controller shows 0.1733, 1.5303, and 1.6208 on x , y, and
z respectively. In addition, clearly shows in Y position at Fig. 1, there is slightly
overshoot produces by PID compared to a smooth response by SMC with Tanh.

Fig. 1 Position and attitude tracking without perturbation
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Table 2 Performance index using IAE without and with perturbation on Altitude

ISE Controller X Y Z Roll Pitch Yaw

Without
perturbation

SMC TanH 0.01516 1.1630 1.6160 0.01552 0.03924 6.949e−34

PID 0.17330 1.5303 1.6280 0.384e−3 21.490e−6 33.209e−12

With
perturbation

SMC TanH 0.01532 1.1640 1.6190 0.01502 0.03919 9.734e−07

PID 0.17340 1.5299 1.6343 0.3836e−3 0.2546e−5 0.2283e−6

Fig. 2 Circle trajectory without perturbation

Figure 2 describes the circle trajectory performed by both controllers which indi-
cates that usingSMCwithTanh, the quadrotor able to hover better on Z axis compared
to PID controller before smoothly follow the circle trajectory. Comparison of input
control signal between PID and SMC with Tanh to perform the circle trajectory
within 60 s is shown in Fig. 3.

4.2 Experiment 2: Circle Trajectory with Perturbation

From state space, with uncertainties and disturbances, (4) can be written to

Ẍ = ( fn + � f ) + (gn + �g)U + d = fn + gnU + w (24)
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Fig. 3 Control input signal for the quadrotor without perturbation

where d is the external disturbance i.e. wind,� f and�g are the system uncertainties,
w is the lump of uncertainties and defined asw = � f +�gu+d with the assumption
|w| ≤ W , a positive constant. Hence, for this simulation the external disturbance for
attitude φ, θ , and ψ d is taken as normal Gaussian noise [12].

d = [N (0, 0.5)N (0, 0.5)N (0, 0.5)N (0, 0.5)] (25)

In addition, after 15 s hovering, a pulse of four Newton is injected to z-axis every
20 s to see the robustness of the SMC controller to handle slightly force for small
scale MAV (less than 0.1 kg).

Figure 4 clearly shows the quadrotorwith SMCTanh is robust against perturbation
and able to withstand the noise on the roll, pitch and yaw while having force applied
on z-axis during movement. Figure 5 shows the circle movement, while Fig. 6 shows
the perturbation on the input signal. In addition, there is less chattering phenomenon
appear shows the greatest of SMC with Tanh function compared to other SMC
techniques such as reaching law, exponential reaching law, and saturation function
[13].
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Fig. 4 Position and attitude tracking with perturbation for SMC Tanh

Fig. 5 Circle trajectory with perturbation
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Fig. 6 SMC Tanh control input signal with perturbation

5 Conclusion

In this paper, a control law using Sliding Mode Controller with Tanh function
as sliding manifold is proposed for full control of quadrotor MAV in position
and attitude. The simulation of the proposed SMC system was conducted in a
MATLAB Simulink environment, where the results demonstrated a greatest perfor-
mance without or with perturbation (slightly force) applied on altitude z and white
noise applied on attitude φ, θ , andψ respectively. The performances of the proposed
control technique are measured using ISE. In the presence of perturbation, the
index for position x , y, z give 0.01532, 1.1640, 1.6190 for SMC with Tanh while
0.17340, 1.5299, 1.6343 for PID. Then the index for orientationφ, θ ,ψ give 0.01502,
0.03919, 9.734 × 10−7 for SMC with Tanh while 0.3836 × 10−3, 0.2546 × 10−5,
0.2283 × 10−6 for PID. In the future, optimization techniques can be applied to
optimize the controller’s parameter to obtain better performance in the presence of
perturbation. Furthermore, investigation of other controller such as super-twisting
algorithm or adaptive control scheme can be investigated on a MAV quadrotor.
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On the Partial Transmit Sequences (PTS)
Optimization Using Firefly Algorithm
for PAPR Reduction in OFDM Systems

Hazmarini Husin, Rosmiwati Mohd-Mokhtar, and Aeizaal Azman A. Wahab

Abstract A system called Orthogonal frequency division multiplexing (OFDM)
is frequently applied in communication system because of its advantages in terms
of high spectral performance, resistance to inter-symbol interferences (ISIs), fast
implementation, and multipath transmission. Unfortunately, OFDM signals generate
a high peak-to-average power ratio (PAPR) and that is the main weakness in this
system. In this project, Partial Transmit Sequence (PTS) optimization using the of
Firefly Algorithm (FA) is applied to decrease the high PAPR. The analysis of PAPR
minimization by the proposed method will be carried out by using different number
of subblocks, subcarriers and iterations. Two different modulation types will be used
which are 16 Quadrature AmplitudeModulation (QAM) and Quadrature Phase Shift
Keying (QPSK). The CCDF and BER plots are evaluated at the end of the process.
The performance ofOFDMsignal and PTS-FA throughAWGNchannel is examined.
The result of this project has shown that conventional PTS only managed to reduce
PAPR values by 4 - 5 dB, while using FA, it effectively reduced PAPR by 7 - 10 dB.
The computational complexity is observed from simulation of different iterations
and low search complexity is preserved by adjusting the FF algorithm parameters.

Keywords OFDM system · PAPR reduction · 16QAM · QPSK modulation

1 Introduction

1.1 Research Background

In wireless communication system, the most prominent multicarrier modulation
technique that being used is known as Orthogonal Frequency Division Multi-
plexing (OFDM) [1, 2]. OFDM is extensively utilized in various applications such
as Long-term evolution (LTE), LTE-Advance, Digital Audio Broadcasting (DAB),
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High-Definition Television (HDTV), Digital Video Broadcasting (DVB) and power
line communications [1]. Other than that, the crucial present standards of wireless
communication such as IEEE 802.16m, 802.20, 802.22 are implementing theOFDM
scheme as well due to its advantages [3]. In conclusion, it has been chosen as the
best approach to be applied due to the better channeling of rate data and great power
efficacy [4]. However, this multicarrier system generates high peak-to-average power
ratio (PAPR) which degrades its performance [4]. Since OFDM signals are multi-
carrier, it typically has amplitude variance in the time domain and a larger range
of dynamic, which introduces the PAPR [2]. This high PAPR restrained the poten-
tial of the OFDM because of the distortion produced by nonlinear characteristics of
the High-Power Amplifier (HPA) and the Analog-to-Digital Converter (ADC) [5].
Apart from that, the high PAPR causes the power amplifier to become drenched and
produces interferences in subcarriers. Thereby, it makes trouble on the signal of the
spectrum and lowering the BER output. It can be solved by decreasing the high peak
power of the signal [1].

1.2 Problem Statement

As previously mentioned, the huge drawback of OFDM system is suffering from
the excessive PAPR. The outrange PAPR will cause the OFDM to be clipped when
it travels through a nonlinear high-power amplifier (HPA) and in consequence, the
in-band distortion and out-of-band radiation will be existed which can reduce the
performance. As a result, the OFDM transmitters requisite large dynamic range with
a costly linear HPA [2]. Besides, the nonlinear distortions that caused by this high
PAPR is introduced the inter-modulation, spreading of the spectral, and alterations in
the constellation of the signalwhichmakes the power efficiency reduced significantly.
In order reduce the PAPR, effective techniques are crucial for the fastest speed of
wireless communication systems. Aside from that, the elimination of the non-linear
issue and the increased of power amplifiers proficiency are also aided by an alleviation
in PAPR [6]. Among various techniques, PTS is mostly used since it shows better
performance in reducing the high PAPR [1, 4, 5].

Partial Transmit Sequence (PTS) has less distortion and more effective to alle-
viate PAPR since it employs an iterative method to evaluate the optimal phase
factors without limiting the number of subcarriers. In conventional PTS algorithm,
however, the complexity is increased since it necessitates a comprehensive search
of the authorized phase factors [2]. PTS scheme of low-density parity check coded
OFDM systems is developed for PAPR reduction. But the computational complexity
is not considered by the drawback of this scheme. To reduce the complexity, PTS sub-
blocking method is introduced which is using only partial IFFT’s. Although it attains
the complexity minimization, it lessens the efficiency and increases the complexity
of power amplifier due to the similarity of original PTS scheme and PAPR output
[7]. Therefore, in this project, a swarm intelligence algorithm for phase optimization
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based on the firefly PTS (FA-PTS) algorithm has been proposed for PAPR reduc-
tion. In contrast to traditional PTS, phase optimization scheme of PTS-FA is able
to accomplish a superior PAPR minimization performance besides it needs fewer
computational complexity for a huge sub-blocks value [6].

2 Literature Review

M. Hosseinzadeh Aghdam and A. A. Sharifi [2] was introduced PTS based on
advanced PSO to minimize the higher PAPR in the OFDM system and minimum
computational complexity. The simulation was performed with different PTS opti-
mization such as genetic algorithm (GA) and PSO. The result showed that both tech-
niques managed to reduce PAPR from 10.7 dB to almost 7.16 dB for GA and 6.59 dB
for proposed PSO. It can be summarized that PSO is the good tool to decrease PAPR
as well as optimizing the search complexity. However, PSO is not good compared
to the other evolutionary techniques [6]. A. A. Sharifi and H. Emami [4] proposed
the improved flower pollination (IFP) algorithm that originated from pollination
behavior of the flowers to search the maximum PTS phase rotation factors to mini-
mize the PAPR of the ACO-OFDM signals. The proposed technique obtained better
out-of-band radiation, and achieved an outstanding overall presentation compared to
companding and iterative clipping techniques.

3 Methodology

3.1 Methodology

Project beginswith research and studies on concept ofOFDM,PAPRandPTS-Firefly
Algorithm technique. The next step is identifying which parameters are suitable for
this project and then the proposed technique is applied together with the chosen
parameter. Simulation will be conducted using the proposed technique and the result
will be observed and evaluated. The flowchart for the overall project can be seen in
Fig. 1.

3.2 Software Description

In this project,MATLAB is used for simulation ofOFDMin two differentmodulation
which are QPSK and 16QAM. The main objective is to minimize the high PAPR
in OFDM by using PTS-Firefly Algorithm method. The difference before and after
using PTS-FA of PAPR values will be shown on the command window.
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3.3 Parameters Implementation

Some variable parameters are manipulated for the analyzing of the results. The input
parameters that will be used are the values of sub-carriers, sub-blocks and iterations.
The parameters to be analyzed are the value of PAPR, CCDF and BER.

Table 1 shows the parameters that will be used for PTS–FA. The previous
researcher had been conducted a project that related to Firefly algorithm [6], and
a relevant population size ofGn= 10 was chosen since it achieved better tradeoff for
the PAPR minimization and complexity. Besides, by setting randomization of 0.4,
minimum attractiveness of 0.20 and absorption of 1.0, the algorithm can converge

Fig. 1 Flowchart for the
whole project
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with good quality solution and it is outperformed as opposite to the ordinary PTS.
Moreover, few variables of iteration value are selected to observe its ability in dimin-
ishing the PAPR as well as the computational complexity. Dimensions of fireflies
also affects the result. The larger the dimension value, the graph can be seen clearer
and better. Hence d = 1000 is set to observe the better graph. Finally, the cooling
factor in most applications 15 used range of 0.95 to 0.97 as the best value since it is
correlated to randomness which also help to speed up the convergence.

Table 2 and Table 3 shows the parameters used in 16 QAM and QPSKmodulation
respectively. Three different number of sub-blocks and sub-carriers are used as input
data to examine the PAPR performance. OFDM blocks of 1000 is selected to get
the better performance and to reduce the extended execution time. The oversample
factor is adjusted by 4 for precise computation of PAPR. The constellation size used

Table 1 FA-PTS simulation
parameters

Simulation parameters Type/Values

Dimension of fireflies (d) 1000

Population of fireflies (Gn) 10

Randomization parameter (α) 0.40

Firefly attractiveness co-efficient (β) 0.20

Absorption co-efficient (γ) 1.0

No. of iteration (K) 50, 100, 200

Cooling factor (δ) 0.97

Table 2 16QAM modulation
parameters

Simulation parametrs Type/Values

Number of sub-blocks (M) 4, 8, 16

Number of sub-carriers (N) 64, 128, 256

Bit per symbol 4

Oversampling factor 4

OFDM blocks 1000

Phase factor (+1 –1)

Constellation size 16-QAM

Table 3 QPSK modulation
parameters

Simulation parametrs Type/Values

Number of sub-blocks (M) 4, 8, 16

Number of sub-carriers (N) 64, 128, 256

OFDM blocks 1000

Oversampling factor 4

Phase factor (+1 –1)

Modulation type QPSK
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Table 4 Comparison of
improvement of PAPR
reduction between
conventional PTS and
PTS-FA when M = 8

N IMPROVEMENT OF PAPR REDUCTION IN
OFDM SYSTEM

PTS PTS-FA

64 4.1793 dB 10.727655 dB

128 4.21119 dB 10.749754 dB

256 4.21096 dB 10.7604436 dB

in QAM modulation is 16 and bit per symbol is set to 4 to ensure low possibility of
data errors.

3.4 Project Requirement

This project is fully software simulation andMATLAB R2021a is preferred to simu-
late the algorithm of the presented method. MATLAB is appointed for this project
due to its advantages such as easy to implement algorithm and perform substan-
tial data analysis such as calculations and matrix supports. It also useful specially
to observe the PAPR values after implementing the PTS-FA. Besides, the plots of
CCDF can be observed in two different modulation schemes as well as BER. The
effects also will be analyzed.

3.5 Project Design

The project simulation is done in two different modulation schemes which are
16QAM and QPSK. Different modulation type has slightly different parameters and
the PTS-FA parameters are used in both modulations. The simulation process is the
same for both except QPSK will display the results of bit error rate (BER).

Figure 2 shows the flowchart for overall project design and the implementation
of algorithm is displayed in Fig. 3. The simulation starts by initializing the selected
parameters. Next, the input data: subcarrier value and subblock value will be keyed in
into the system. Once those values are inserted, the OFDMsignals will bemodulated.
Next, OFDM signals will be converted from serial to parallel. Input data block splits
into dissociate sub-blocks of M and they are orthogonal among each and another.
The IFFT operation is applied to frequency-domain OFDM symbols and converts
them to time-domain symbols. Once signals have been changed to domain symbols,
the location of firefly will be generated and the population of fireflies are initialized
by 10 fireflies. The association occurs between light intensity and objective function,
where the objective function is to find signal with slightest PAPR values. The fireflies
will move to the attractive (brighter) firefly. This step will repeat until it achieves the
maximum iteration. The signals then will be transmitted through the AWGN channel



On the Partial Transmit Sequences … 211

Fig. 2 Flowchart for project
design

and FFT is applied to change it into frequency domain. The next process is converting
signals into the initial signals by demodulation and the results of PAPR reduction
will be displayed. It will be verified using CCDF. The desired results are obtained
in 16QAM and QPSK modulation. The BER performance also will be observed in
QPSK modulation.
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Fig. 3 Implementation of PTS optimization using FF algorithm

4 Results and Discussions

There are five cases to examine the performance of PAPR. First case is using differ
subcarriers and constant subblock. Second case is applying varied subblocks and
fixed subcarrier. The third case is employing both subcarriers and subblocks and its
values are increasing subsequently. Fourth case is utilizing different iterations and
last case is by observing BER performance through AWGN medium.
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4.1 Simulation Results in 16QAM Modulation

All diagrams above represent the PAPR reduction using fixed subblock which isM=
8 and using subcarriers of 64, 128 and 256. The propose of using various subcarriers
in the simulation is to observe and analyze the minimization of PAPR in different
subcarriers while maintaining the same number of subblock. Figure 4, Fig. 5 and
Fig. 6 shows the reduction of PAPR in conventional PTS and implementation of
proposed method. Figure 10 displays differentiation in respect of improvement of
PAPR reduction using conventional PTS and PTS-FA. By using the conventional
PTS, it is able to decline PAPR value from the OFDM signals by 4.179 dB for N
= 64, 4.211 dB for N = 128 and 4.210 dB for N = 256 respectively with CCDF

Fig. 4 PAPR performance
when N = 64

Fig. 5 PAPR performance
when N = 128
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Fig. 6 PAPR performance
when N = 256

Fig. 7 PAPR performance
using PTS-FA for N = 128
and M = 4, 8, 16 subblocks

of 10 − 3. Meanwhile, by implementing firefly algorithm in PTS, it displays better
reduction in PAPR values by 10.73 dB for N = 64, 10.75 dB for N = 128 and
10.76 dB for N= 256. Based on the observation, the PAPR value increases when the
number of subcarriers set is larger. This is because more data to be transmitted and
the high possibility of noise to be occurred during transmission besides the subblock
used is constant value, thus, the values of PAPR reduction for every subcarrier is
almost similar. However, the PTS-FA technique provides better enhancement in the
PAPR performance in contrast to the traditional PTS. From the simulation, it could
be concluded that the PTS-FA is the productive method to decrease the PAPR value
even with large number of subcarriers.

Figure 7 represents the CCDF graph of the PAPR performance in PTS-FA and
Fig. 8 is zoomed in version for the same subcarrier of N= 128 and different number
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Fig. 8 Magnified viewof PAPRperformance usingPTS-FA forN= 128 andM= 4, 8, 16 subblocks

Table 5 Improvement of PAPR reduction in PTS-FA when N = 128

M = 4 M = 8 M = 16 OFDM IMPROVEMENT

M = 4 M = 8 M = 16

0.0738 0.0679 0.0515 10.7938 10.72 10.7259 10.7423

of subblocks of M = 4, 8 and 16. Meanwhile, Table 5 displays the improvement
of PAPR minimization with various subblock values. This simulation is constructed
to examine and evaluate the performance of PAPR in different subblock values. As
can be seen in the table, subblock value of M = 16 made the most improvement in
reduction of PAPR by 10.74 dB. Whereas M = 8 and M = 4 made an enhancement
in decreasing the PAPR values by 10.73 dB and 10.72 dB respectively. Based on the
analysis, the larger value of subblocks, the finer the PAPR reduction. It is because
the higher number of subblocks, the effectiveness of PTS-FA in transmitting data
also increases. However, it takes longer processing time for higher subblock value
since it involves the complexity.

Figure 9. indicates the PAPR reduction when iteration values are varying with
input data of N = 64 and M = 4. From the graph, iteration of 200 attained smallest
PAPRby 0.611 dB,whereasK= 100 andK= 50 established PAPRvalues by 0.73 dB
and 1.47 respectively.When the number of iteration value increases, PTS-FA accom-
plished preferable PAPR performance and lessen the computational complexity as
well, unfortunately, the simulation time increases exponentially.
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Fig. 9 PAPR reading in
CCDF of PTS-FA using
various iterations

Fig. 10 PAPR performance
of PTS-FA when N = 64 and
M = 4

4.2 Simulation Results in QPSK Modulation

The purpose of conducting the simulation in QPSK modulation is so observe the
PTS-FA performance and compare the results with the previous modulation scheme.
In this section, the PAPR reduction will be examined by inserting various number of
subcarriers and subblocks simultaneously.

Figures 10, 11 and 12 show the CCDF graph over 10 − 3 of PAPR performance
whenN= 64,M= 4,N= 128,M= 8 andN= 256,M= 16 respectively.Meanwhile,
table 6 displays the improvement of PAPR reduction in PTS-FA.When the subcarrier
is N = 64 and subblock is M = 4, the PAPR decreases by 7.46 dB. Whereas, for



On the Partial Transmit Sequences … 217

Fig. 11 PAPR performance
of PTS-FA when N = 128
and M = 8

Fig. 12 PAPR performance
of PTS-FA when N = 256
and M = 16

Table 6 Improvement of PAPR reduction in PTS-FA (dB)

N = 64 M = 4 N = 128 M = 8 N = 256 M = 16

6.28132 6.226 6.14872

OFDM 13.7432 14.0836 15.2275

IMPROVEMENT 7.46188 7.8576 9.07878

N = 128 and M = 8, the reduction of PAPR value is improved by 7.86 dB. Lastly,
when N = 256 and M = 16, the better PAPR reduction is achieved by 9.08 dB. As
can be seen in the figures, when the number of subcarriers and subblocks increase,
the PAPR value dropped a lot. There are more data can be transmitted efficaciously
if the number of subcarriers and subblocks are larger. However, it leads to longer
processing time. From the observation, the implementation of PTS-FA technique is
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Fig. 13 BER Performance
for OFDM and PTS-FA

capable tominimize the higher number of PAPR and the complexity can be preserved
as well.

4.3 Performance of Bit Error Rate (BER)

BER performance will be observed in QPSK modulation since QPSK has better and
low possibility of bit error. The performance of BER will be analyzed and discussed
in this section.

Figure 13 displays the BER performance for OFDM signal and PTS-FA in a
QPSK modulation over SNR in dB. From the graph above, the proposed technique
displays better performance and less BER due to its effectiveness in transmitting
data. Whereas OFDM signal shows high BER since it is prone to noise during the
transmission of data.

5 Conclusion

OFDM signals and its drawback has been clarified in this project. As previously
mentioned, OFDM systems provides significant advantages in wireless communica-
tion system but it is often degraded due to the high PAPR. This project is focusing
on the implementation of firefly algorithm in PTS to alleviate the larger PAPR and
preserve the low complexity as well. As discussed earlier, the higher subblocks can
reduce PAPR values after has been conducted in two different modulation schemes.
It is because the firefly algorithm itself has less parameters to be adjusted and simple
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structure for larger subblocks compared to the existing PTS. In addition, both modu-
lation schemes did not show any differences on the result and did not give negative
effect on the reduction of PAPR due to both have higher bandwidth efficacy and
power capability to transmit data in communication system. From the simulation
results, implementation FA in PTS performs better PAPR reduction by 7–10 dB
compared to the existing PTS only reduces PAPR by 4–5 dB. Hence, it proves that
PTS-FA technique promises an effective and better trade off amid PAPR reduction
and computational complexity.

Acknowledgements This project was supported by “Ministry of Higher Education Malaysia for
Fundamental Research Grant Scheme with project code FRGS/1/2020/TKO/USM/02/21.

References

1. Ayeswarya R, Amutha Prabha N (2019) Fractional wavelet transform based PAPR Reduction
schemes in multicarrier modulation system. IETE J. Res 0(0):1–11 https://doi.org/10.1080/037
72063.2019.1621685.

2. Hosseinzadeh Aghdam M, Sharifi A (2019) PAPR reduction in OFDM systems: An efficient
PTS approach based on particle swarm optimization, ICT Express 5(3):178–181. https://doi.
org/10.1016/j.icte.2018.10.003.

3. Thafasal Ijyas VP, Al-Rayif MI (2019) Low complexity joint PAPR reduction and demodulation
technique for OFDM systems IETE J. Res 0(0):1–11 https://doi.org/10.1080/03772063.2019.
1674194

4. Sharifi AA, Emami H (2020) PAPR reduction of asymmetrically clipped optical OFDM
signals: Optimizing PTS technique using improved flower pollination algorithm. Opt. Commun
474(April):126057 https://doi.org/10.1016/j.optcom.2020.126057

5. Sandeep Kumar V (2020) Joint iterative filtering and companding parameter optimization for
PAPR reduction of OFDM/OQAM signal. AEU - Int. J. Electron. Commun 124:153365 https://
doi.org/10.1016/j.aeue.2020.153365.

6. SinghM,PatraSK (2018)On thePTSoptimizationusing thefireflyalgorithm forPAPRreduction
in OFDM systems. IETE Tech. Rev. (Institution Electron. Telecommun. Eng. India) 35(5):
441–455 https://doi.org/10.1080/02564602.2018.1505563.

7. Sharif AA, Hosseinzadeh Aghdam M (2019) A novel hybrid genetic algorithm to reduce the
peak-to-average power ratio of OFDM signals. Comput. Electr. Eng 80:106498 https://doi.org/
10.1016/j.compeleceng.2019.106498.

https://doi.org/10.1080/03772063.2019.1621685
https://doi.org/10.1016/j.icte.2018.10.003
https://doi.org/10.1080/03772063.2019.1674194
https://doi.org/10.1016/j.optcom.2020.126057
https://doi.org/10.1016/j.aeue.2020.153365
https://doi.org/10.1080/02564602.2018.1505563
https://doi.org/10.1016/j.compeleceng.2019.106498


A Comparison of Machine Learning
and Deep Learning in Hyperspectral
Image Classification

Fady Mohamed Sadek, Mahmud Iwan Solihin, Fahri Heltha, Lim Wei Hong,
and M. Rizon

Abstract In recent years, hyperspectral remote sensing has become popular in
various applications. This technology can capture hyperspectral images with a large
terrestrial data. In this paper, the feasibility of applying various machine learning
and deep learning techniques to perform classification on hyperspectral images are
investigated and compared. Particularly, a total of three popular machine learning
classifiers namely supports vector machine (SVM), K-nearest neighbors (KNN) and
artificial neural networks (ANN) are used for hyperspectral imagine classification,
followed by another two deep architectures in convolutional neural networks (CNN).
Three benchmarking datasets of hyperspectral images are used to evaluate the classi-
fication performances of suggested machine learning and deep learning techniques,
namely: Indian Pines (IP) dataset, Salinas dataset, and Pavia University (PU) dataset.
Extensive simulation studies reveal the excellent performance of 3D CNN deep
learning in solving larger datasets with better classification accuracy despite the
longer training time is required. However, it is not really the case when the dataset is
not large enough. This is because deep learning is data-hungry architecture. Further-
more, the 3D CNN deep learning models employed in this study have shown more
advantageous as compared to other machine learning models for having simplified
pre-processing stages such as feature extraction in solving the classification problems
of hyperspectral images.
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1 Introduction

Hyperspectral imaging (HSI) is a spectral detection technique in which an object
is observed using various well defined, broad-spectral optical bands. Originally
deployed on remote sensation satellite and airborne platforms, HSI has been used
in various applications over the past two decades such as for agricultural and
water resources management, military protection, art conservation and archeolog-
ical, medical analyzes of crime scene information, forensics documentation, food
quality control, and mini-images [1]. HSI encompasses a wide variety of imaging
technologies, such asmedical hyperspectral imagery, atmospheric sounds, and hyper-
spectral imagery at close range. However, it has also been developed for applications
in mining and geology, deemed a reliable source of data for a variety of possible
applications, such as mineralogy, climate tracking, precision farming, protection and
privacy requests, chemical analysis, astronomy and biological sciences, as well as
for products quality characterizing in food industry [2].

In the past few decades, hyperspectral image data classification algorithms using
classical machine learning such ANN and SVM have been discussed. On the other
hand, deep learning has been emerged as a new approach of image classification due
to its automated capability in features extraction.

2 Hyperspectral Image

The scene rays are capturing in a layer by layer image and various wavelengths, as
shown in a hyperspectral data cube in Fig. 1. For each wavelength, the x–y plane
shows the hyperspectral spatial data cube and the spectral contents of the z plane.
Every hyperspectral band of images has a dimension that describes a digital number
for every pixel that correlates to the radiance value gets by the sensor, where every
band fits in a given wavelength. It is commonly depicted as the HSI data cube (3D
hypercube) of n1 ∗ n2 ∗ nb, where n = n1 ∗ n2 represents the number of pixels and
nb represents the number of bands.

Fig. 1 Spectral signature in
hyperspectral data cube
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In a spectral area generated by the number of bands, each pixel is represented as a
one-dimensional vector. The similar types of materials are then grouped by spectral,
a mutually equivalent clustering algorithms. The famous clustering algorithms used
for analysis of hyperspectral images are fuzzy c-clustering, K-means clustering, and
unmixed spectral clustering approaches. Due to correlation is strong in a spectral
space, the data is reflected in a lower dimensional space, which is less than spectral
band count. Data reduction in dimensionality is achieved using other techniques [3]
such as principal component analysis (PCA) [4], or independent component analysis
(ICA) [5].

3 Convolutional Neural Networks

Hyperspectral imaging contains different image lines.Manyof classificationmethods
are based on 2-D CNN. Against the context, the performance of HSI classification
is highly dependent upon both spatial and spectral details. The 3-D CNN has been
used by very few approaches due to the added computing complexity as shown in
Fig. 2. This paper suggests a CNN (HybridSN) dual spectral for classification with
HSI. The HybridSN is a typically spectral–spatial 3-D CNN accompanied by 2-D
CNN [6].

Considering spectral–spatial data cube of the hyperspectral is given as the
following set:

I ∈ RMxNxD (1)

Fig. 2 Architecture of 3D CNN layer
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where I is the initial signal, M is the width, N is the height, and D is the spectral
bands/depth.

Every HSI pixel in I contains D measured spectral and forms a one-hot label
vector expressed as:

Y = (y1, y2, ..., yC) ∈ R1×1×C (2)

where c stands for types of ground cover [6].

4 Support Vector Machines

Suppose that two class data sets are in theR2 region, as shown in Fig. 3. It is obviously
shown that the data is not linearly separable in the space. Classifying this data into 2D
and rendering it in smaller dimensions becomes a complex task, a nonlinear classifier
is required. Therefore, the data is mapped to space R3. Initial space, in which the
data is stored, is referred as the function space called the input space, and the higher
dimensional space, in which the data is interpreted.

SVMs are designed to classify a binary class data. However, multiclass data has to
be dealt with in the HSI classification.We need to expand SVMeffectively tomanage
multiclass data. Two available methods are currently available: to construct several
binary classifiers and combine the results, and to frame an entire data optimization
problem. The latter is computationally complex and costly [7].

Fig. 3 Non-Linear data 2D
is mapped to 3D
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Fig. 4 Illustration of K-NN classification

5 K-Nearest Neighbors

The most widely used machine learning method in classification is K-neighbor
grouping, where the best selected value depends heavily on the data. In general,
it suppresses the effects of noise, but less distinguishes of the classification borders.

When the data is not distributed equally, the classification of radius-based neigh-
bors may become a better alternative. The user specifies a fixed radius for using
fewer closest neighbors to do classification in the sparser neighborhoods. This
approach is less successful in high-dimensional parameter spaces due to the so-called
‘dimensionality curse’ [8].

The nearest basic neighbor classification uses uniform weights: i.e., a clear
majority vote of the closest neighbors determines the value assigned to a question
point. For certain cases, weighting of the neighbors is ideal, so that closer neigh-
bors added to their fitness. This can be achieved by using the keyword weights. The
default value, weights= ‘uniform,’ gives each neighbor uniformweights. Weights=
‘distance’ assignsweight equal to the reverse of the question point size. Alternatively,
weight can be determined by means of a user-defined distance function [8].

6 Artificial Neural Networks

Multi-layer perceptron (MLP) correspond as feedforward of artificial neural network
(ANN). MLP is a supervised learning algorithm that learns a function:

F(.) : Rm−− > Ro

where m is the number of input dimensions and o the number of output dimensions
c.

ANN has been used successfully in many applications of different field across
discipline from environmental engineering [12, 13], signal processing [14], robotics
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Fig. 5 One hidden layer
MLP

[15] and particularly image classification [16]. Figure 5 shows the MLP hidden layer
with several neurons.

7 Hyperspectral Image Data Collection

The datasets used in this study has been downloaded from online platform. They
have been taken with different spectrometer types such as ROSIS-3 and AVARIS
sensors. The study is based on three different types of datasets, PaviaUniversity (PU),
Indian Pines (IP) and Salinas. The three different datasets will be used to evaluate the
effectiveness of image classifier using the classificationmethods of machine learning
and deep learning. They have respective ground truth labels to classify.

7.1 Pavia University Dataset

The PUdatasets consist of 9 ground truth classes and each class has respective sample
number of average of 4753 samples shown in Table 1. The object in the same class
shows great differences in spatial structure. Figure 6 show the groundtruth of the
data sample of PU.
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Table 1 Label of classes
(ground truth) for PU dataset

# Class Samples

1 Asphalt 6631

2 Meadows 18,649

3 Gravel 2099

4 Trees 3064

5 Painted metal sheets 1345

6 Bare Soil 5029

7 Bitumen 1330

8 Self-Blocking Bricks 3682

9 Shadows 947

Total Samples – 42,776

Fig. 6 Ground truth of PU

7.2 Indian Pines Dataset

The IP dataset consists of 16 ground truth unbalanced class and has an average
number of samples in each class of 640 samples as shown in Table 2. The average
and minimum groups contain 2455 pixels and just 20 pixels, respectively. Figure 7
show the ground truth of the data sample of IP.
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Table 2 Label of classes
(ground truth) for IP dataset

# Class Samples

1 Alfalfa 46

2 Corn no till 1428

3 Corn mantilla 830

4 Corn 237

5 Grass pasture 483

6 Grass Rees 730

7 Grass pasture mowed 28

8 Hay windrowed 478

9 Oats 20

10 Soybean no till 972

11 Soybean mint ill 2455

12 Soybean-clean 593

13 Wheat 205

14 Woods 1265

15 Buildings Grass Trees Drives 386

16 Stone-Steel-Towers 93

Total samples – 10,249

Fig. 7 Ground truth for IP

7.3 Salinas Dataset

The data set of Salinas has characteristics of two adjacent spatial classes and a bit of
difference in spectral. These are a challenge for the methods of HSI classification.
The datasets consist of 16 different classes with total of 54,129 samples as shown in
Table 3. Figure 8 shows the ground truth of the data sample of Salinas.
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Table 3 Label of classes
(ground truth) for Salinas
dataset

# Class Samples

1 Broccoli green weeds_1 2009

2 Broccoli green weeds_2 3726

3 Fallow 1976

4 Fallow rough plow 1394

5 Fallow smooth 2678

6 Stubble 3959

7 Celery 3579

8 Grapes untrained 11,271

9 Soil vineyard develop 6203

10 Corn senesced green weeds 3278

11 Lettuce romaine 4wk 1068

12 Lettuce romaine 5wk 1927

13 Lettuce romaine 6wk 916

14 Lettuce romaine 7wk 1070

15 Vineyard untrained 7268

16 Vineyard vertical trellis 1807

Total samples – 54,129

Fig. 8 Ground truth for
Salinas

8 Principal Component Analysis

In this study, the principal component analysis (PCA) is applied on several interre-
lated variables to minimize the dimensionality of spectral dataset. We represent the
PCA reduced data cube by X ∈ RM×N×B , where X is the modified input after PCA,
M is the width, N is the height, and B is the number of spectral bands after PCA [10].

The steps involved in the PCA is to calculate the mean of all the dimension of
dataset, except the labels, then scale the data as shown in Eq. 3.

Z = X − μ

σ
(3)
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where Z is the scaled value, x is the initial, and μ and σ are mean and standard
deviation, respectively.

To compute the covariance of two variable the Eq. 4 has to be used to find the
covariance matrix.

Cov(X,Y ) = 1

n − 1

n∑

i=1

(Xi − x)(Yi − y) (4)

Moving on by computing the eigenvectors and corresponding eigenvalue where
the eigenvalue is the factor by which eigenvector is scaled. Last, chose the number
of dimensions corresponding new datasets from the eigenvector with the largest
eigenvalue [11]. The PCA algorithm was applied on the bands of the IP datasets, to
show the difference of the bands before and after applying the PCA. The dimension of
IP datasets was reduced to 8 dimension as in Fig. 9 and Fig. 10 shows the difference.

After visualizing the band some of the data in IP is missing which will lead to
low accuracy, because hyperspectral data are covered by sensor with high spectral
resolutionwhich cannot bewell described by the second order characteristics. Hence,
the PCA is not effective tool for HSI classification since it deals only with second-
order statistics [11].

Fig. 9 Visualization of sample bands of IP
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Fig. 10 Visualization of sample bands of IP after applying PCA

9 Classification Results Using Machine Learning

In this study we use three types of machine learning model, SVM, K-NN and ANN,
and the three of them give different results in terms of accuracy. The three models
have been tested twice where in the beginning, the training data was set to 30% and
lastly was set to 90% to explain the difference of the accuracy when we increase the
data training samples. Thus, the accuracy was evaluated based on respective 70%
and 10% dataset. The data tested was IP, PU and Salinas.

Table 4 shows the performance testing accuracy among the proposed models with
respective training data. The models trained with sample of 90% has shown better

Table 4 Classification accuracy for machine learning models

Accuracy in testing

Model Training samples (%) PU (%) IP (%) Salinas (%)

SVM 30 83.90 66.718 87.329

90 90.603 92.858 90.098

K-NN 30 78.727 72.864 86.379

90 79.149 77.659 86.200

ANN 30 88.08 70.60 85.326

90 92.496 92.585 92.444
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Table 5 Classification accuracy for deep learning models

Accuracy in testing

Model Training samples (%) PU (%) IP (%) Salinas (%)

3D CNN 30 83.90 66.718 87.329

90 94.60 92.585 92.296

3D FCN 30 83.629 44.293 88.116

90 95.185% 64.585 89.835

prediction comparing to 30%, especially for Indian Pines datasets due to it has 16
classes and lack of samples number those generate a very high prediction error when
trained using 30% samples. By comparing IP and Salinas, we will notice that the
performance of Salinas is higher, even they have the same number of classes. This
difference performance is due to Salinas has 54,129 samples and IP has 10,229. Pavia
university has good performance in both SVM and ANN model, except for K-NN,
even we increased the number of samples it has almost gave the same classification
result. It may be due to complexity of the data.

10 Classification Results Using Deep Learning

The 3-D CNN deep learning model has been used throughout this study since the
project is dealing with image processing datasets. This model has been trained first
by using 30% of the datasets and then increased it to 90% of the datasets.

Table 5 shows the performance testing accuracy for the proposed deep learning
models with respective training data. PU and Salinas datasets have good performance
comparing to Indian Pines. Using 30%of training sample in the Indian pines datasets,
the prediction result shown very low comparing to 90% training samples. This is
understandable as normally deep learning requires large dataset, i.e. data-hungry
model.

11 Overall Results

The comparisons of the prediction results of bothmachine learning and deep learning
for all discussed models are outlined in here. Table 6 shows the models’ performance
used in this study together with the training time taken for each executed model.
Both machine learning and deep learning are good practical ways in solving image
processing system problems. However, each datasets have different performance
results in each model. In PU dataset, the model has shown the best performance
result using 3D FCN with performance accuracy of 95%, while in other datasets
it has not achieved the similar high-performance results. This is perhaps due to a
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Table 6 Model performances and computation time

Accuracy in testing

Model Training
samples
(%)

PU IP Salinas

Accuracy
(%)

Training
time (s)

Accuracy
(%)

Training
time (s)

Accuracy
(%)

Training
time (s)

SVM 30 83.90 25 66.718 31 87.329 36

90 90.603 29 92.858 35 90.098 48

K-NN 30 78.727 18 72.864 24 86.379 27

90 79.149 21 77.659 28 86.200 32

ANN 30 88.08 240 70.60 283 85.326 311

90 92.496 308 92.585 347 90.444 384

3D CNN 30 83.90 901 66.718 974 87.329 1054

90 94.60 1147 92.585 1454 92.296 1753

3D FCN 30 83.629 1098 44.293 1274 88.116 1346

90 95.185 1941 64.585 2107 89.835 2584

smaller number of classes for PU dataset. In addition, it has taken a longer time of
1941s for training process.

For IP dataset, deep learning has not shown a good result as machine learning.
The best performance in IP datasets found for SVM model and has taken 35 s in the
training process.

Next, Salinas is a large dataset compared to others, and it has 92% accuracy of
performance using 3-D CNN model. It is the highest one, but it has took 1753s time
for training process.

We conclude that the 3-D CNN deep learning method generally has higher accu-
racy comparing to machine learning because of the several convolutional layers that
consist in both architecture 3-D CNN and 3-D FCN. Putting the scope on deep
learning we will notice that this network has many non-linear components such
as local response normalization (LRN), max pooling, linear rectified unit (ReLU)
making this model a practical way for pixel classification such for HSI classification
as it learns 5 × 5 pixel centered in individual pixel vector and applied for the entire
test picture. That explains why 3-D CNN and 3-D FCN have longer training time
comparing to the other models in machine learning.

12 Conclusions

This study aims to compare between machine learning and deep learning models
applied for hyperspectral image classification datasets. The datasets used in this
study are India Pines, Pavia University and Salinas. Several procedures have been
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taken starting with simple preparation of datasets, check their input types per channel
and identify the kernel size for deep learning in each dataset.

It is found in the study that applying PCA is not a good option, since it reduces
the performance of the prediction, therefore we use the original datasets and apply
to the machine learning models namely SVM, K-NN and ANN. This process has
been taken twice where we set the training sample to 30% and then we increase
it to 90% to check the performance difference for the smaller and bigger training
data. The same was applied to the deep learning models with 3D CNN and 3D FCN
architecture.

Let’s focus on the results of using 90% ratio in training datasets. In general, the
classification accuracy of hyperspectral image classification using deep learning (3D
CNN and 3D FCN) is better than that of machine learnings (SVM, KNN, ANN) for
larger datasets only (Salinas and PU datasets). For smaller dataset, i.e. IP, machine
learning accuracy is better than deep learning despite the training time is longer. This
confirms the fact that deep learning architecture is data-hungry model as there are
huge number of parameters to adapt.
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Identify Target Area of Panel
for Spraying Using Convolutional Neural
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E. A. Bakar, and M. N. Akhtar

Abstract Implementation of Artificial Intelligence in the paint spray process in
the automobile industry can increase the efficiency of the paint spray process and
reduce waste disposal. This project presents a semantic segmentation with a trained
Convolutional Neural Network (CNN) implemented in the paint spray process as
it can be used to predict and identify the target area that needs to be sprayed. A
dataset contains different types of cars annotated with the car parts. A series CNN
trained to classify the types of cars. There are 16 different semantic CNNs with
different architecture and data stores trained to compare the result. The last step is
to develop a system to identify the spray area. The result showed the accuracy of
series CNN is 1, and the best way to train semantic CNN, which trained according
to each type of car with the architecture of ResNet-50 with a data store consists
of a more class. The validation result of ResNet-50_Type_01, ResNet-50_Type_02
and ResNet-50_Type_03 are 93.8162%, 90.5214% and 91.8023% which all have
exceeded 85% and the Mean IoU of ResNet-50_Type_01, ResNet-50_Type_02 and
ResNet-50_Type_03 are 0.8456, 0.8392 and 0.8263.

Keywords Semantic segmentation · Car parse · Paint spray

1 Introduction

Paint is used to protect the surface and also increase the surface durability [1]. The
paint spray process is one of the essential processes in the automobile industry [2].
BMW specialists are now applying AI algorithms to compare live data from dust
particle sensors in the paint booths and dryers with this database [3]. AI will be
the revolution of many industries in the twenty-first century. AI can perform tasks
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including painting processes that require human intelligence to solve, such as helps to
solve the complex scientific and engineering workflows through simulating, supple-
menting, or augmenting human intelligence, andAIwill perform amore efficient and
precise task [4–7, 9]. According to papers published by GreenPainters [8], paints are
one of the significant sources of indoor air pollution, and paint is on the top-five list
of environmental hazards according to US Environmental Protection Agency. Paints
will release Volatile Organic Compounds (VOCs), which will affect human health.
Disposal of the excess paint will cause environmental issues as paints consist of
heavy metal, which will cause pollution [6]. Robotic painting provides an effective
paint spray process, whereas the implementation of AI in automatic painting will
increase the accuracy of identifying the target panel for spraying; implementing AI
will help reduce the waste in the paint spraying process in the industry’s production
line.

Next, machine learning is the sub-field of AI, whereasAImakesmachines capable
of learning, and this can perform human-like tasks and analyzes more and deeper
data using neural networks. Deep learning is a sub-field of machine learning. An
artificial neural network is an adaptive system that learns by using interconnected
nodes or neurons in a layered structure similar to a human brain. A convolutional
neural network (CNN) is a neural network that is beneficial for computer vision
applications. It takes images as the input; then, it assigns the importance of the
images into weights. The architecture of CNN consists of different layers of an
artificial neuron. CNN can train a network that can classify the image for computer
vision applications [4, 10, 11].

Classification of car parts can increase the accuracy to identify the target area of
the panel. Previous works [12–14] showed how to classify a car’s car parts, which
researchers identified the car parts of each car at the street view by CNN, which
their own CNN developed. The objective of this research is to develop a system
to identify the spraying area of a car. In this research, a system of image semantic
segmentation with deep learning was developed. A dataset consisting of different
views of a different set of cars be an input to the system. This system is used to
identify the car parts. The predicted by the network and the testing subset will be
compared and analyzed, and a CNNwith the best performancewill choose to identify
the car parts.

2 Methodology

Matlab™ was used in the development of the project. The procedure has four parts:
pre-processing datasets that the data store created to train the CNN in the next part.
The second part is to prepare the CNN, and two types of CNN are trained. The third
part is the measurement parameters which is the parameters to evaluate the result.
The last part is the system design process.
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2.1 Pre-processing of Datasets

The datasets obtained through [14] contains 20 types of cars and different perspective
of view of the cars. Figure 1 shows an example of a photo in the datasets with
unwanted elements, such as floor and person in the image. The photos in the datasets
are needed to be cropped as the target is the car. The datasets also contained a list
of bounding box coordinates in a file. The bounding box coordinates are obtained
while the file is extracted into a cell array. Then, the coordinates are converted into a
matrix as the photos are cropped with the bounding box coordinates. The photo was
resized to the standard specific size of 376 × 250. Figure 2 shows the example of
the cropped photo in the dataset.

There are two types of data store needed to train the CNN: image data store and
pixel label data store. All the cropped photos in the datasets labelled according to
their type are store in the image data store. In contrast, a pixel label datastore was
created through the application Image Labeler. The Image Labeler is used to label
the car parts with regions of interest (ROI) labels. Figure 3 shows the example of the

Fig. 1 A photo in datasets [12]

Fig. 2 The cropped photo in datasets
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Fig. 3 A labelled photo

labelled photo. There are two groups of the label: non-spray and spray.-spray refers
to the target area that is not to paint, such as the car lamp. Each part is labelled with a
different colour. Then all the labelled images will be exported as ground Truth data
and stored in a pixel label data store. The data store is split into training, validation,
and testing subset with ratios 50:25:25.

2.2 Train Network

There are two types of CNNs trained in this part: series CNN and semantic CNNs. A
series CNN is trained to classify the type of car, and this series network is trainedwith
an image data store consisting of three types of car. Figure 4 defines the architecture
of the series CNN. The solver used is ‘sdgm’, while the initial learning rate is set to
0.01.

Figure 5 shows the example of the architecture of semantic CNN used. Two types
of layers were replaced: the input and pixel classification layers. The input size must
be defined in the input layer, so all the image data stores should have the same size.
It is also required to specify the image size and the number of classes that the class is
the car’s parts. The pixel classification layer is needed to be included in this network.
It consists of the number of classes and also class weight. Class weight is the median
of pixel count over the total number of pixels.

There are different ResNet-18 which are trained with six labels and also 16 labels.
Three different CNN used, ResNet-18, MobileNet-v2 and ResNet-50, are the default
CNNs for the DeepLab v3 + function used for semantic segmentation in the soft-
ware to compare the performance. Some CNNs trained with augmented datastore
according to the types of the car. The validation result of the training progress needs
to exceed 85%. Table 1 shows the 16 CNNs who have trained in this part.
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Fig. 4 The architecture of Series CNN

2.3 Measurement Parameters

After the network is trained, each network in different CNN trains will be analyzed
with Intersection over union (IoU), mean accuracy, global accuracy and Mean BF
Score. All of these are evaluated by a built-in function in the software. Next, some test
subsets will be assessed with IoU according to the car parts to verify the performance
of each car part. The higher the result of these evaluation metrics, the better the
prediction of the segmentation of the spray area.

2.4 System Design Process

An input number between 1 to 333 is entered as the data store consists of 333 images,
and the system will read the image according to the input. Then it will be classified
according to its type. The are Type_01, Type_02 or Type_03, with a series network
that has been trained to classify the type of car. A suitable network is determined
according to the type of car based on ResNet-50. If the type of the car is not stated,
then the system will display an error. Next, a variable i is entered, which is used to
indicate the condition to paint the car. When i is equal to1, then the image of the car
will be painted and labelled according to the car parts. When i is equal to 2, then
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Fig. 5 The architecture of semantic CNN

the image of the car will be painted with a spray area in blue colour. Last, of all, the
system will display the result.

3 Result and Discussion

In this research, three parts are to be evaluated. The first part is to assess the series
CNNwhich has been trained to classify the car types. In the second part, the semantic
CNNs trained to classify the car parts are evaluated. The last part is evaluating the
system to paint the car body and identify the car parts.
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Table 1 Different type of
CNNs trained

CNN Type of car Augmented datastore Labels

ResNet-18 All No 16

ResNet-18 Type_01 No 16

ResNet-18 Type_02 No 16

ResNet-18 Type_03 No 16

ResNet-18 Type_01 No 6

ResNet-18 Type_02 No 6

ResNet-18 Type_03 No 6

ResNet-18 Type_01 Yes 16

ResNet-18 Type_02 Yes 16

ResNet-18 Type_03 Yes 16

MobileNet-v2 Type_01 No 16

MobileNet-v2 Type_02 No 16

MobileNet-v2 Type_03 No 16

ResNet-50 Type_01 No 16

ResNet-50 Type_02 No 16

ResNet-50 Type_03 No 16

3.1 Evaluation on Series CNN

The accuracy of the classification of the types of cars is equal to 1. All the labels
of the validation subset are the same prediction with the series network, which has
been trained to classify the types of cars.

3.2 Evaluation on Semantic CNN

Table 2 shows the validation result of the training progress of different CNNs which
have been trained. All the validation results of different CNNs have exceeded 85%,
which is required to obtain accurate results. Overall, the validation result of ResNet-
18 and ResNet-50 with different types of car and a different number of labels have
exceeded 90%.

Table 3 showed that the evaluation metric of Resnet-18, which have been trained.
Resnet-18 of Type_01, ResNet-18 of Type_02 and ResNet-18 of Type_03 did not
have significant differences, whereas the performance of ResNet-18 with all types
was lower than the others. The result is because these three types of cars are different
inmodel and also colour. In the training subset of ResNet-18with all types, all images
will have the same labels. For example, the colour of the body of the three types of
cars is different. Different colours of the body of the three types of cars will cause
the pixel classification to be confused during the training process. It will cause the
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Table 2 Validation result of different CNNs which have been trained

CNN Type of car Augmented datastore Labels Validation result (%)

ResNet-18 All No 16 85.0133

ResNet-18 Type_01 No 16 93.2880

ResNet-18 Type_02 No 16 91.3333

ResNet-18 Type_03 No 16 91.3285

ResNet-18 Type_01 No 6 98.0002

ResNet-18 Type_02 No 6 98.0914

ResNet-18 Type_03 No 6 96.5166

ResNet-18 Type_01 Yes 16 94.1393

ResNet-18 Type_02 Yes 16 91.2427

ResNet-18 Type_03 Yes 16 90.6002

MobileNet-v2 Type_01 No 16 85.9541

MobileNet-v2 Type_02 No 16 85.1640

MobileNet-v2 Type_03 No 16 85.8771

ResNet-50 Type_01 No 16 93.8162

ResNet-50 Type_02 No 16 90.5214

ResNet-50 Type_03 No 16 91.8023

Table 3 Evaluation metric for a network trained and the networks which are trained according to
the type of the car

ResNet-18
Type_01

ResNet-18
Type_02

ResNet-18
Type_03

Resnet-18 with all
type

Global accuracy 0.9352 0.9430 0.9430 0.7512

Mean accuracy 0.9146 0.9315 0.9315 0.6981

Mean IoU 0.8052 0.8016 0.8016 0.4688

Weighted IoU 0.8863 0.8976 0.8976 0.6207

Mean BF score 0.8918 0.8395 0.8395 0.6190

accuracy to classify the body parts to be lower. Next, the shape of the car body for
a different type of car also will be different. Different colours and conditions will
cause the boundary of the labels to be inconsistent. There are only three types of
cars in the data store of the research. There is less variety in types, whereas there
are various car perspectives for every kind of car. It is better to train the network
according to the types of cars.

Table 4 showed that the evaluation metric of the different networks which have
been trained. The value of all the evaluation metrics of MobileNet-v2 is lower
compared to the ResNet-18 and ResNet-50. It is because the number of parameters
in ResNet is higher than in MobileNet-v2 and MobileNet-v2 is small, low-latency,
low-power models parameterized to meet the resource constraints of a variety of use
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Table 4 Evaluation metric of
different CNN trained of
Type_02

ResNet-18 MobileNet-v2 ResNet-50

Global accuracy 0.9581 0.8903 0.9640

Mean accuracy 0.9532 0.8728 0.9519

Mean IoU 0.8211 0.6575 0.8392

Weighted IoU 0.9269 0.8143 0.9363

Mean BF score 0.9049 0.7745 0.9310

cases; thus, ResNet will have better performance. The number of the parameters in
MobileNet-v2 is 3.5 million, ResNet-18 has 11.7 million, and ResNet-50 has 25.6
million parameters. In 30 epochs, ResNet will have higher accuracy compared to
MobileNet-v2 as MobileNet-v2 needs to be trained in the high epoch. The perfor-
mance of ResNet-50 is better than ResNet-18. The reason is that ResNet-50 has
a higher number of parameters and also layers compared to ResNet-18. It causes
ResNet-50 will have higher accuracy than ResNet-18.

Table 5 showed that the spray car parts have better IoU compared to non-spray
car parts. The car body has slightly affected the lighting effect and occlusion effect
compared to other car parts. The wheels have been affected by the occlusion effect
obviously as thewheel part has the same colour and boundary as the shadow, so based
on Fig. 6, the predicted result has labelled the shadow as the wheel and this cause the
IoU is low. Next, the windshield and window are obviously affected by the lighting

Table 5 IoU of each part of different CNN trained

IoU (ResNet-18) IoU (ResNet-50) IoU (Augmentated datastore
with ResNet-18)

Body_Side 0 0 0

Body_Front 0 0 0

Body_Back 0.6030 0.6936 0.69317

Window_Right NaN 0 0

Window_Left 0 0 0

Windshield_Back 0.6077 0.6321 0.5961

Windshield_Front NaN 0 0

Windshield_SideView 0 0 NaN

Rear_Lamp_BackView 0.5999 0.4764 0.5350

Rear_Lamp_SideView 0 0 0

Front_Lamp_FrontView NaN 0 NaN

Front_Lamp_SideView 0 NaN 0

Wheel_SideView 0 0 0

Wheel_FrontBackView 0.1686 0.1764 0.1472

Car_Plate_Front 0 0 NaN

Car_Plate_Back 0.6842 0.7167 0.5085
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Fig. 6 Predicted result of Type_01 by ResNet-50

effect as they are made of glass, reflecting the spotlight of the surrounding area. The
intensity of the light is also inconsistent, which causes the windshield and window
to reflect light from a different perspective, which causes the IoU to be inconsistent.
The IoU of the front lamp and the rear lamp of the car are high, and the IoU of the
side view of the front lamp and rear lamp are lower. The shapes of the side view of
the front lamp and rear lamp are inconsistent in different perspectives. Overall, the
IoU of the car plate is high, so the predicted result correctly labelled this part.

Next, ResNet-18 is trained by augmented datastore; overall, it has a better perfor-
mance than the predicted result by ResNet-18 for the spray-are part but not the
non-spray-area part. It has a better result for the car body parts due to the variety of
data stores. The IoU for the car lamp and car plate is lower than ResNet-18 due to
non-spray area car parts such as car lamps will disappear caused by the translation.

Table 6 shows the IoU over six car parts according to the ResNet-18, which have
been trained. The IoU over six car parts are lower than the IoU over 16 car parts.
The car body parts have lower IoU because the predicted result based on Fig. 6 has
labelled the car plate as the car body part, whereas there is no car plate label in 6

Table 6 IoU of 6 classes of
Type_01 by ResNet-18

IoU (Resnet-18 with 6 classes)

Body 0.5808

Lower 0.0001

Windshield 0.5635

Window 0

Rear_Lamp 0.3836

Front_Lamp 0
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Fig. 7 Car classified with car parts

labels. The rear lamp also has lower IoU because for the six labels, since the shape
of the rear lamp will be different in a different perspective, that inconsistent in shape
will cause the lower accuracy and IoU.

3.3 Evaluation of System to Identify the Target Area of Car
Parts

Figure 7 shows the semantic segmentation by car parts, the output when option 1 is
the input. Each car part will be labelled with a different colour. Figure 8 shows the
car in which the spray area of the car is painted with blue colour. This type of output
will be displayed when option 2 is the input. All the body parts will be labelled with
blue colour whereas the other car parts will not be labelled.
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Fig. 8 Car painted with a spray area

4 Conclusion

In conclusion, the objective of this final year project has been achieved which a
system To identify the spraying area of the car has developed. The car parts iden-
tify by semantic segmentation, which CNN’s will be trained to classify the car
parts. The accuracy of series CNN in this research is 1, which all the cars in the
datasets can be labelled accurately. It will be better to train the semantic CNN
according to the car types based on ResNet-50 with 16 labels. The validation result of
ResNet-50_Type_01, ResNet-50_Type_02 and ResNet-50_Type_03 are 93.8162%,
90.5214% and 91.8023% which all have exceeded 85%. The MeanIoU of ResNet-
50_Type_01, ResNet-50_Type_02 and ResNet-50_Type_03 are 0.8456, 0.8392 and
0.8263. Lastly, the system used to identify the spray area of the car has developed,
and there are two options: one is used to label the car parts with different colours
and the another is to paint the spray area of the car. Identifying the car parts with AI
will help the painting process, but it will also help increase the accuracy of robotic
painting and reduce pollution.
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Abstract Wheelchair users encountered difficulties in carrying their items.Aperson
who uses a wheelchair will get easy to move around with a wheelchair cart follower
should be implemented to track and follow the wheelchair automatically while main-
taining wireless connect 40 cm with the wheelchair to avoid any unnecessary colli-
sion. This project is developed using the camera and ultrasonic sensor inputs as the
input to artificial intelligence (AI) to achieve such specifications. In this project,
the target object, the wheelchair, is illustrated using a frisbee, while a robot car
model illustrates AI. An obstacle avoidance algorithm and an object tracking algo-
rithm using AI are developed. The obstacle avoidance algorithm detects the distance
between the target object and the cart follower and controls the cart follower to
move backwards if the distance is less than 40 cm. Object tracking algorithm uses
deep neural network (DNN) transfer learning in object detection application with
pre-trained Single Shot Detector (SSD.) The model was developed to track the target
object’s position and react accordingly once the target object moves. Based on this
proposed system, the obstacle avoidance algorithm achieved 99.66% accuracy in
distance ranging. In comparison, the object tracking algorithm provided a complete
navigation system with 90% efficiency for the cart follower to track and follow the
movement of the target object.
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1 Introduction

In the past years, autonomous robots and vehicles developed based on artificial intel-
ligence [1]. For instance, the electric car company Tesla introduced ‘Tesla Autopilot’
that was created using a DNN [2] to perform semantic segmentation, object detection
and monocular depth estimation [3]. The evolution of autonomous robot technolo-
gies [4] growing consistently from the first generation of the single-purpose machine
to multi-tasking mobile robots today that can be used in industries, military, hospi-
tals and residential. With the application of AI in robot following technologies, the
autonomousmobile robots can achieve higher accuracy onobject detection and image
processing using the transfer learningmethod. InAI, variousDNNalgorithms used in
object detection, such as Region-Based Convolutional Neural Networks (R-CNNs)
[5], Single Shot Detector (SSD.) [6] and You-Only-Look-Once (YOLO) [7].

Recently, wheelchair users encountered difficulties in carrying their items during
travelling. Some existing cart followers with colour tracking techniques [8] have
some limitations, such as disconnected easily due to the changing of surrounding
light intensity that causes the camera to fail to track the exact colour. It is crucial
to maintain wireless connect 40 cm between the wheelchair and its cart follower to
avoid an unnecessary collision. Existing cart followers using the obstacle avoidance
technique on a mobile robot [9] do not equip with a complete navigation system to
track the specific object to follow. Besides, a tracking system for FPGA cart followers
using Artificial Neural Network (ANN) [10] requires a longer time to train the AI
model and more complicated to be developed. Thus, this project designed to solve
those limitations. Using transfer learning with a pre-trained AI model and dataset,
the system provides a more approachable environment to a developer with higher
accuracy in object detection.

This project aims to develop a distance ranging system for follower robots (to
a wheelchair) using obstacle avoidance techniques. Implement a navigation system
for follower robots using object tracking techniques in AI is proposed. Combining
both algorithms allows the object follower robot to follow the movement of a target
object from time to time without any collision.

Table 1 compares the significance and limitations between previous proposed
systems. First systemdescribes thewheelchair luggage follower using colour tracking
technique by using Pixy CMUcam5 [8]. Second system implements the obstacle
avoidance robot using ultrasonic sensor and Arduino [9]. Third system develops a
tracking system using Artificial Neural Network for FPGA cart follower [10].
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Table 1 Significance and limitations of the previously proposed system

Researchers Significance Limitations

M. F. Ahmad, H. J. Rong, S. S.
N. Alhady, Wan Rahiman and
WAFW Othman [8]

Use colour-code as identifier
and area comparison for
distance estimation

Sensitivity and stability of
connection affected by the
brightness of environment

Rajesh Mothe, S. Tharun
Reddy, G. Sunil, and Chintoju
Sidhardha [9]

Assessment on obstacle
evading framework is capable
of avoiding obstacles and
altering the robot’s position

Does not equip with an object
tracking function; hence may
get interruption easily by
another surrounding object

M. F. Ahmad, S. S. N. Alhady,
C. C. Moi, A. A. A. Wahab, W.
A. F. W. Othman, A. A. M.
Zahir and E. A. Bakar [10]

Implementation of ANN
produces high accuracy output
with slow computation time
performance

Require repetition of data
collection and training of
ANN model for a single
object to be tracked

2 Methodology

2.1 Project Implementation Workflow

The overview of project implementation workflow is shown in Fig. 1 and starts with
the loading of the model and interpreter, followed by the initialization of GPIO pins
and parameters. Next, the program runs a series of looping functions in the system.
There are five functions within the looping section: object avoidance algorithm,
image capturing, prediction performing by the model, object tracking algorithm
and control of motor movement. In the looping section, the system first checks the
obstacle’s existence and carries our obstacle avoidance algorithm if obstacles are
detected. The system will proceed to the other four functions if there is no obstacle
detected. The existence of a looping section is significant as the project involves a
real-time processing application. The system is required to track the input from time
to time to give the respective output command immediately once the input varies.

Fig. 1 Overview of project implementation workflow
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Table 2 Commands for motor movement and respective direction of rotation in obstacle avoidance
algorithm

Commands The direction of rotation for left side
motor

The direction of rotation for right
side motor

Moving backward Rotates backwards Rotates backwards

Stop moving Stop rotating Stop rotating

2.2 Obstacle Avoidance Algorithm

The algorithm sends a signal for the ultrasonic sensor to transmit the ultrasonic
sound wave. When an obstacle is detected, the wave is reflected and received by the
receiver of the ultrasonic sensor. The system calculates the pulse duration between
both transmitted and received waves and convert the pulse duration into the distance
through multiplication. The calculation is shown in Eqs. 1 and 2. Condition checking
is carried out to check whether the length exceeds 40 cm. If the distance between
the wheelchair and the cart follower robot is less than 40 cm, the system sends the
‘move backward’ command to the motors for 0.2 s and follows the ‘stop moving’
command.Next, the system loops back the function and recheck the distance between
the obstacle and the cart follower robot until the distance is greater or equal to 40 cm.
Throughout this function, the cart follower robot can react accordingly to maintain
wireless connections at least 40 cm with the object to avoid the collision. Table
2 shows the commands for motor movement and direction of motor rotates in the
obstacle avoidance algorithm.

Pulse duration, �t = pulse end time − pulse start time (1)

Distance, D = (ct ∗ �t)
/
2 (2)

2.3 Object Tracking Algorithm

Object tracking algorithm starts with capturing the camera frame from the Raspberry
Pi Camera Module. The image captured from the camera frame is converted into an
array and to be provided to the interpreter. The system is then interacting with the
SSD. Model and COCO datasets to obtain the object lists for prediction purposes.
This process can be said as the limitation of the project as it takes up more than half
of the processing time.

After the list obtainingprocess is completed, the system identifies the object’s class
name, prediction probability’s score, and the coordinates of the objects in the camera
frame. This algorithm compares the information from the model’s prediction with
the image captured from the camera. If the target object is not detected, the function
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Fig. 2 Declaration of variables in camera frame preview

prints “Target object is not tracked” and returns without any further processing. Once
the target object is detected, the calculation is performed to obtain the coordinate
of the target object through the box labelling method. The measure is carried out to
calculate the object’s x-axis deviation from the centre of the camera frame and the
y-axis deviation from the bottom of the camera frame. Once completing execution,
the system proceeds to the motor control function.

Figure 2 shows the declaration of variables in the camera frame preview. When
the object tracking algorithm detected the target object specified, the system will
predict the size of the target object to obtain its respective coordinates. The system
pointed out two coordinates (x_min, y_min) and (x_max, y_max) representing the
top left corner and bottom right corner of the target object, as shown in Fig. 2. Next,
the system calculated object centroid (obj_x_center, obj_y_center) and the x and y
deviation of the object using the formula listed from Eqs. 3 to 8 as shown. If the x
and y deviation calculated was outside the tolerance zone, the system generated the
respective command to control the motors’ movement.

x_length = x_max − x_min (3)

y_length = y_max − y_min (4)

obj_x_center = x_min + (x_length/2) (5)

obj_y_center = y_min + (y_length/2) (6)

x_deviation = 0.5 − obj_x_center (7)
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y_deviation = 1 − y_max (8)

2.4 Control of Motor Movement

This functionfirst checks theXandYcoordinates of the object detected and compares
its x and y deviation with tolerance values. Upon checking, if the object’s horizontal
and vertical deviation is within the tolerance zone, the system sends a ‘stop moving’
command to the motor; hence the robot will not move and display the “reached target
object” message. If the object’s horizontal deviation is within the tolerance zone but
vertical deviation outside the tolerance zone, the system sends the ‘move forward’
command to the follower robot and follows it by the ‘stop moving’ command after
0.3 s. Suppose the absolute value of the object’s horizontal deviation (|x_deviation|)
exceeds the tolerance value. In that case, the motor driver will either receive the
‘moving left’ or ‘moving right’ command to rotate the motor accordingly. The dura-
tion of executing ‘moving left’ or ‘moving right commands can be divided into four
intervals which are 0.25, 0.21, 0.18 and 0.15 s, where the decision for selecting the
time duration based on the |x_deviation| as shown in Table 3. The commands to
control the motor movement and the directions of rotation are shown in Table 4.

Table 3 Durations for the
motor to execute commands
based on |x_deviation|

|x_deviation| Duration for executing the command (s)

≥0.40 0.25

≥0.35 and <0.40 0.21

≥0.20 and <0.35 0.18

<0.20 0.15

Table 4 Commands for motor movement and direction of rotation in object tracking algorithm

Commands The direction of rotation for left side
motor

The direction of rotation for right side
motor

Moving forward Rotates forward Rotates forward

Moving left Rotates backward Rotates forward

Moving right Rotates forward Rotates backward

Stop moving Stop rotating Stop rotating
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Fig. 3 Pin connection of the hardware to Raspberry Pi

2.5 Hardware Interface

The hardware components used in this project includes Raspberry Pi 3Model B+,
RaspberryPi 8MPcameramoduleV2,HC-SR04Pultrasonic rangingmodule, L298N
motor driver, two-wheels robot car chassis and TT DC dual-axis plastic gearbox
motor. The hardware circuit connection is set up as shown in Fig. 3 before building
the prototype. The cameramodule is connected to Raspberry Pi by inserting the cable
of the camera module into the Raspberry Pi’s camera port. Figure 4 shows the circuit
connection of the L298N Motor Driver to DC motors, and Fig. 5 shows the circuit
connection ultrasonic sensor to Raspberry Pi GPIO pins.
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Fig. 4 Connection of L298N motor driver to raspberry Pi and DC motor

Fig. 5 Connection of ultrasonic sensor to raspberry Pi

2.6 Project’s Prototype

The project prototype in different views such as top view, front view, and side view,
were shown in Figs. 6(a), (b), and (c).
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(a) Top View (b) Front view (c) Side View

Fig. 6 Project’s prototype in different views

3 Results and Discussions

3.1 Obstacle Avoidance Algorithm

The results of the obstacle avoidance algorithm were compared and shown in
Table 5.

Based on Table 5, the results taken from the system’s calculation and from exact
measurement for obstacles placed at 10 cm in front of the object follower robot were
compared. The system recorded the pulse start time when the pulse was sent to the
ultrasonic sensor’s trigger pin, and the pulse ended when the pulse was received

Table 5 Results are taken from the system’s calculation, and exactmeasurement for obstacle placed
10 cm in front of object follower

Result from system's calculations Result from exact measurement

Distance of obstacle after object follower 
stopped moving = 43.53cm

Distance of obstacle after object follower 
stopped moving = 43.50cm
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Table 6 Overview of results for obstacle avoidance algorithm and its accuracy

Distance of obstacle placed in front of object
follower (cm)

10.00 20.00 30.00 40.00 50.00

Initial distance detected by the system (cm) 10.83 20.75 32.72 40.12 50.08

Distance calculated between obstacle to object
follower after it stops moving, Dcalc (cm)

43.53 42.51 42.32 40.12 50.08

Exact distance measured from obstacle to object
follower after it stops moving, Dmeas (cm)

43.50 43.00 42.30 40.00 50.00

Difference between distance calculated and exact
distance measured, �D (cm)

0.03 0.49 0.02 0.12 0.08

Accuracy of distance ranging (%) 99.93 98.86 99.95 99.70 99.84

from the echo pin. Initially, the distance between obstacle and object follower robot
calculated by the system was 10.83 cm in the first loop. The system kept running
this algorithm in a loop if the distance of the obstacle detected was less than 40 cm.
Meanwhile, the obstacle is ‘too near’ to the robot. Therefore, the robot received
the ‘Move Backward’ command followed by the ‘Stop Moving’ command after
0.2 s and responded to the commands accordingly. At the fifth loop of the function,
the distance of the obstacle in front of the object follower robot detected by the
system was 43.53 cm, which indicated a ‘secure range’ to prevent a collision. Thus,
the system stopped executing the obstacle avoidance algorithm and proceeded to the
object tracking algorithm. Throughout exact measurement, the real distance between
the obstacle and the follower robot was 43.50 cm. There was a trivial difference of
0.03 cm between the results calculated by the system and taken from exact measure-
ments. Hence, the obstacle avoidance algorithm achieved high accuracy in distance
ranging.

The same procedures were repeated to obtain the results for an obstacle placed at
20, 30, 40 and 50 cm in front of the object follower robot. The results obtained are
shown in Table 6. When the obstacle placed initially was more or equal to 40 cm, the
system displayed the obstacle was in a ‘secure range’. Thus, the object follower robot
was not moving, and the system proceeded to object tracking algorithm. To review
the accuracy of the obstacle avoidance algorithm, the difference between distance
detected by the system and distance from exact measurement, �D, must be known.
The calculation formulas for �D and accuracy percentage were shown in Eqs. 9 and
10. Table 6 shows the overview results for the obstacle avoidance algorithm and its
accuracy in distance ranging.

�D = | Dcalc − Dmeas | (9)

Accuracy (%) = [(| Dmeas − �D |) / Dmeas] × 100% (10)

Accuracy mean =
(∑

Accuracy
)
/5 (11)
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By referring to Table 6, the object follower robotmaintained awireless connection
for at least 40 cm in all different conditions. This result proved that the obstacle
avoidance algorithm was implemented successfully. The algorithm had accuracy
exceeded 98% in the distance ranging in all conditions based on the calculation.
Hence, it achieved high performance in avoiding collision from the obstacle. The
mean of accuracy for all five taken results could be calculated using the formula
in Eq. 11. The accuracy mean calculated for the obstacle avoidance algorithm was
99.66%.

3.2 Object Tracking Algorithm

Table 7 shows the camera preview and the system’s results in different conditions.
When the target object was not present in the image captured by the camera frame,

as shown in Condition 1 in Table 7, the system displayed the message “Target object

Table 7 Results displayed by the system for object tracking algorithm in different conditions

Camera Preview Messages displayed by the system

Condition 1

Condition 2

Condition 3

Condition 4

Condition 5
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is not tracked” due to the object tracking algorithm. The object follower robot was not
moving until the target object was tracked in the camera frame or an obstacle was too
near to the robot. For Condition 2 and Condition 3 in Table 7, when the target object
was detected and existed at the right side or left side of the image captured by the
camera frame, the object tracking algorithm started to acquire the size and position
of the object that predicted from model and dataset, then performed calculations on
the values of x_min, y_min, x_max and y_max as shown in the results of Table 7.
The system subsequently calculated the object centroid, horizontal deviation, and
vertical deviation of the object to the camera frame. When both absolute values of x
and y deviation exceeded the tolerance zone of 0.1, the systemwould react according
to x deviation. Hence, the system sent the ‘Moving Right’ command to the robot and
followed by the ‘Stop Moving’ command after 0.18 s for Condition 2 while sending
the ‘Moving Left’ command to the robot and followed by ‘Stop Moving’ command
0.15 s for Condition 3. The system continued to run the program in a loop until the
x deviation value was within the tolerance zone.

For Condition 4 in Table 7, the target object existed in the image captured by the
camera frame but far away from the frame’s bottom. As a result, its x deviation is
inside the tolerance zone, but its y deviation exceeded the tolerance value of 0.1,
which was 0.369 as calculated. Therefore, the system sent the ‘Moving Forward’
command to the motor driver and the ‘Stop Moving’ command after 0.3 s so that
the motor of the follower robot could react accordingly. The system proceeded to
run the program’s main function in a new loop and took the same action if the target
object tracked was outside the tolerance zone during the object tracking algorithm.
For Condition 5, the target object existed in the image captured by the camera and
was located at the x-axis centre and close to the bottom of the frame. Its x deviation
and y deviation values obtained were 0.01 and 0.029, which was below the tolerance
value. Therefore, the robot was not moving, and the system displayed a message
showing it reached the target object. The system proceeded to run the program’s
primary function in a new loop and took the same action during the object tracking
algorithm if the target object tracked was the same as in Condition 5. The object
tracking algorithm achieved 90% efficiency in the target object following the task
based on the results obtained. There was a 10% tolerance zone for the object to be
tracked in different positions during little movement.

4 Conclusions

In conclusion, both objectives of this project were achieved as the obstacle avoidance
algorithm achieved high performance with 99.66% accuracy in distance ranging. In
comparison, the object tracking algorithm provided a complete navigation system
with 90% efficiency for the cart follower to track and follow the movement of the
target object.
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Object Tracking for Autonomous Vehicle
Using YOLO V3

William Chin Wei Hung, Muhammad Aizzat Zakaria, M. I. Ishak,
and P. M. Heerwan

Abstract Accuracy and performance of an object detectionmodel have always been
the main requirements for an object tracking system. In this project, the performance
of machine learning based object detection using YOLO v3 technique will be investi-
gated. Two models were provided where one model is trained using online Common
Objects in Contact (COCO) dataset only, and the other model is trained with addi-
tional images from Universiti Malaysia Pahang (UMP) with several different loca-
tions dataset. The performance of the trained models were evaluated using mean
Average Precision (mAP), and precision techniques. The model with highest preci-
sion was selected to be implemented on actual road test. The results show that the
model 2 has the highest precision and was able to detect every class of objects. Each
output box had displayed the class and the distance to the objects from the RGBD
camera of the vehicle. It is observed that the first model that was trained to perform
themAP value of 90.2% and a performance of 0.484 precision. For the secondmodel,
it can be seen that the accuracy of the detections are higher than that of model 1.
Therefore, model 2 has a better performance with a value of 0.596 precision.

Keywords Object tracking · Autonomous vehicle · mAP

1 Introduction

Object tracking system is one of the most important safety systems in an autonomous
vehicles. Object detection is the first stage of this system, which is first to determine
whether any instance of objects is in an image frame. The location of the instances
found can be identified by drawing a bounding box around them which the process
called object localization. Image classification involves in assigning a class label
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to the objects detected. After the object detection stage, the tracking operation is
used to determine the positions of the detected objects in each frame [1]. To achieve
the tracking operation, the concept of perspective transformation is applied in this
project. It is a feature that transform the image in a straight manner after Perspective
Transformation is applied to it [2].

In this project, RGBD camera is used to detect the existence of the objects and to
determine the distance between the objects exist with the vehicle. The performance
of the object tracking system using RGBD camera and YOLO v3 technique will
be investigated [4]. The function of this system is mainly to detect the objects that
exist in front of the vehicle and its perimeter like cars, human, animals, pumpers
and other obstacles that come into the lane of the it [5]. The Autonomous Vehicle
Laboratory team from Universiti Malaysia Pahang is also conducting research on
the development of autonomous vehicles [6]. Figure 1 displays the autonomous
prototype of the compact shuttle. The camera embedded on the autonomous shuttle
will be used to collecting data for research like object tracking and lane classification
for autonomous vehicle [7].

Modern architecture based on transfer learning, such as Faster RCNN (Region
Based Convolutional Neural Networks), SSD (Single Shot MultiBox Detector)
mobile network and YOLO (You Only Look Once) are the most common neural
networks that can be used for this kind of object detection project. The procedure to
carry out this project is basically distributed into four stepswhich are data acquisition,
data pre-processing, model training and evaluation of model.

Fig. 1 Autonomous prototype of compact shuttle with camera and lidar sensor mounted on top
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2 Methodology

The project was started by evaluating the object detection algorithms based on liter-
ature review. The algorithms were evaluated in terms of accuracy and detection
speed. YOLO v3 was chosen as it has high detection speed compare the others such
as Faster RCNNand SSD [8]. The project was then proceed to acquiring data and pre-
processing data, which COCO dataset and UMP dataset were acquired and labelled
for model training. After the training process, the performance of the models trained
were evaluated. The flowchart of the project is shown in Fig. 2 below:

Fig. 2 Flowchart of project
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2.1 Machine Learning Algorithm: YOLO (You Only Look
Once) V3

The architecture of YOLO v3 is shown in Fig. 3 below:
YOLO v3 algorithm is a regression based algorithm, which anticipates bounding

boxes in the image detected in one run of the algorithm. The image is split into
number of cells, commonly 19 × 19 grid. The function of each cell is to predict
number of bounding boxes. The probability of specific classes appeared in the cell
is determined by YOLO v3 in the one pass of forwards propagation [3].

2.2 Data Acquisition and Data Pre-processing

COCO dataset contains 80 classes of objects such as car, person, motorcycle, bicycle
etc. Each object displayed in the images are annotated and labelled by drawing a
bounding box surrounding the object. The ratio on the data split for training, testing
and validating is 70:20:10. The dataset is mixed with few set of UMP road images at
Faculty of Manufacturing and Mechatronic Engineering Technology (FTKPM) and
Residential College 5 (KK5) of UMP for second model training purpose. By doing
this, the accuracy of the performance of the model at FTKPM and KK5 of UMP can
be improved.

Fig. 3 YOLO v3 architecture
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2.3 Model Training

In this project, two models were provided for object tracking training. Model 1 was
trained using COCO data set only, whileModel 2 was trained using COCO and UMP
data set. The training process was set to 100 epoches which is approximately 40,000
steps. Each model will also have different training duration to determine the effect
on the accuracy of the model, training time for model 1 is 24 h and training time for
model 2 is 36 h. The performance of the trained models will be evaluated in term of
the mean average precision (mAP) and precision graph using Tensorboard. ThemAP
is a measure that compares the ground-truth bounding box to the detected box and
returns a score. The higher the score, the more accurate the model is in its detections.
The model with highest mAP will be implemented in the object tracking system.

3 Results and Discussion

The precision is calculated based on the formula of (TP)/(TP + FP) where TP and
FP represent the number of true positives and false positives respectively. Figures 4
and 5 shows the results for mean average precision for model 1 and model 2 trained
with YOLO v3 algorithm. Based on the graphs, it can be observed that the model 2
had better average than model 1 as the mAP of the former is approximately 0.991
while the latter is 0.902. In terms of the precision of the models, Fig. 6 shows that
model 2 had a higher value of 0.596 while model 1 had only 0.484 as shown in Fig. 7.

Table 1 mAP and precision
of the trained models

Model mAP Precision

Model 1 0.902 0.484

Model 2 0.991 0.596

Fig. 4 Graph of mAP value
against number of epoch of
the trained model 1
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Fig. 5 Graph of mAP value
against number of epoch of
the trained model 2

Fig. 6 Graph of precision
against number of epoch of
the trained model 1

Fig. 7 Graph of precision
against number of epoch of
the trained model 2
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Fig. 8 Objects detected in image taken at FTKPM by model 2

Fig. 9 Person detection in image taken at road to KK5 by model 2

These results are due to longer training duration for model 2 in comparison to model
1. Therefore, model 2 had been selected to be applied on the object tracking system
and tested on the actual roads (Table 1).

Model 2 was selected for the object tracking system and tested on road around
Faculty of Manufacturing andMechatronics Engineering Technology (FTKPM) and
Residential College 5 (KK5) in UMP. Figures 8, 9 and 10 are some of the image
dataset taken during the testing. From the selected image of the object detection
results, all classes of object was detected and appeared by the system in the output
box respec-tively. Each output box had displayed the class and the distance to the
objects from the RGBD camera of the vehicle. For each image, one color of output
box indicates one object. In Fig. 8, there are 3 cars detected with the distances of
9.37, 14.85, 30.45 m from the vehicle respectively. A motorbike is detected with
distance of 29.71 m. In Fig. 9, two persons are detected with the distances of 11.28
and 12.00 m from the vehicle. Lastly in Fig. 10, a truck is detected with distance of
12.08 m from the vehicle.
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Fig. 10 Vehicle detection in image taken at road to KK5 by model 2

4 Conclusion

This research was conducted to detect the class of objects appear infront of the
autonomous vehicle with the estimation of the distance. Then, an object detection
system was developed with high accuracy had been the goal of this research. Then,
4 major steps which are data acquisition, data pre-processing, data training and data
testing are needed to build an object detection system. The first 3 steps are equally
important for a good object detection system to be built because the accuracy of the
final model will be affected by them if our data weren’t handled well during and
befort training process. Therefore, YOLO v3 object detection system performed the
best result when the second model was trained as the mAP value of it is 99.1% and
0.596 of precision. The accuracy of model is lower, this is probably because the
dataset used for model 1 training process did not contain our own dataset, which the
images in COCO dataset contain images of foreign countries, the resolution of the
features extracted might be different with the ones taken inMalaysia. Because of this
factor, model 2 which include the image dataset taken in UMP in training process,
performs higher accuracy detection.
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A Brief Review on Motion Sickness
for Autonomous Vehicle

Sarah ‘Atifah Saruchi, Nor Aziyatul Izni, Mohd Hatta Mohammed Ariff,
and Nurbaiti Wahid

Abstract Motion sickness (MS) is an unpleasant sensation such as headache and
nausea which occurs during travelling by vehicle. Extensive studies had been carried
out regarding the factor and themitigationmethods ofMS, especially for the vehicle’s
passengers. Nowadays, a revolution from the automotive industry resulting from the
development of the autonomous vehicles. One of the key concerns in autonomous
vehicle research is that its possibility to have a higher chance to contribute to
MS among the occupants compared to the conventional vehicle. Hence, this paper
presents reviews on the MS reduction methods, focusing on the application towards
the autonomous vehicle. Considering the importance of MS reduction in improving
the occupant’s comfort level, it is concluded that this issue requires more attention
among autonomous vehicle researchers.

Keywords Motion sickness · Autonomous vehicle · Comfort · User acceptance

1 Introduction

Autonomous vehicle is a driverless vehicle or self-driving vehicle which can operate
without human driver. In recent years, autonomous vehicle becoming one of the
components that achieved progressive growth in automotive technology. The rapidly
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evolving technology succeeded in gaining extensive attention among researchers
from automotive manufacturers, software corporations and universities [1].

The major benefit of autonomous vehicle technology is that it promises an
improvement in terms of safety [2]. In an autonomous vehicle, a safer mode of
transportation can be improved by integrating high technologies systems such as
advanced sensing, algorithm and collision avoidance [3, 4]. Most vehicle crashes
incidents occur due to human error. The transfer from human to vehicle control
could avoid the causes of human error such as distraction and inattention.

The autonomous vehicle offers the increment of personal activities to the occu-
pants [5]. The automation enables the driver to do other non-driving activities such
as texting, reading and relaxing [6]. The conceptional design of the vehicle also
contributes to the engagement between occupants. The rotatable and adjustable
occupants’ seats allow more interactions among them [7].

The autonomous vehicle provides positive contributions environmentally. It can
help to reduce consumption and gas emissions [8]. Another benefit of an autonomous
vehicle is the improvement in mobility. It offers more mobility freedom for those
who are partially excluded from the individual mobility such as senior citizens,
children and disabled persons [9, 10]. In other words, the self-driving capability of
the autonomous vehicle gives opportunity to the peoplewho cannot drive themselves.

Besides the advantages, autonomous vehicle researchers face an unavoidable chal-
lenge which is the user acceptance. User acceptance is important because it deter-
mine whether the vehicle will be used by the public or not [11]. The critical issue
that need to be overcome to build the trust from the public is regarding the safety
[12]. Faulty sensors, system hacking and crashes caused by other non-autonomous
vehicle or pedestrians are some of the harmful possibilities [13–15]. Thus, extensive
research had been carried out to solve these problems. For example, development
of fault tolerant control [16], pedestrian or lane detection system [17] and collision
avoidance control system [18]. It is also reported that researchers started to examine
potential security issues [19].

The next challenge in the middle of autonomous vehicle development is the
passenger comfort. There is correlation existed between comfort and user acceptance
in highly automated driving [20]. Therefore, it is crucial to provide a comfortable
driving experience to ensure the acceptance of the autonomous vehicle [21, 22]. The
transfer of control from a human driver to an autonomous system brings negative
effects toward the path naturality which resembling human generated paths [12]. The
reduction of path naturality produces unfamiliar manoeuvres, hence cause interrup-
tion towards the occupant’s comfort level. It has been reported that many researches
had been done to execute familiar movement such as modelling human driver control
behaviour and application of machine learning to mimic human control [12].

Another issue that affects comfort level among the occupants of an autonomous
vehicle is motion sickness (MS). MS is an uncomfortable sensation caused by the
movement during travel [23]. Generally, the signs and symptoms of MS include
headache, sweating, salivation, dizziness, nausea, vomiting and other physical
discomforts [24, 25]. Researchers used variousways to quantifyMS such as question-
naires [26, 27], mathematical equations [28, 29] and sensors [30, 31]. Questionnaire
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is a simple and cheap method as it is not involving any devices. On the other hand,
mathematical equations analyse the MS by using real data of vehicle’s movement or
occupants. Evaluation of MS can also be done by assessing the response from brain
area and abdominal and back muscles.

The loss of controllability of a human driver triggers the MS [24]. MS is consid-
ered as a human factor issue that require a better understanding to encourage user
acceptance, hence ensure a successful introduction of vehicle automation [20]. It had
been reported that the negative effects of MS resulted from autonomous driving is
an issue that has gone unnoticed [32]. There were a very minimal number of studies
conducted regarding the MS factors and solutions for road vehicle [33]. Thus, this
paper focuses on the MS related issues for an autonomous vehicle. Here, the mini
review ofMS for the autonomous vehicle is presented. Firstly, in the next section, the
review of theMS factor is outlined. Then, the reviews onMSminimisation strategies
are discussed.

2 Factors of Motion Sickness

One of the MS factors is the lowered capacity of the occupants to estimate the
course of movement [34]. Autonomous driving reduces the ability to predict vehicle
movement [35]. The shift from the driver’s control to autonomous driving reduced
the anticipation of future trajectory. Thus, the occupants including the driver will
have higher chances to experienced MS, when the driving mode is turned to full
automated.

The susceptibility of MS is higher when travelling on a curvy path than a straight
path. MS occurs in a low frequency of lateral acceleration environment [36]. The
primary factor of MS is lateral acceleration resulted from the driver’s steering skill.
High lateral acceleration is produced by the excessive driver’s turning skill causes a
higher MS level. There is a correlation between lateral acceleration, head tilt move-
ment and MS level [37]. Based on the correlation, when a high lateral acceleration
produced during cornering, the occupants will angle their heads more towards the
lateral acceleration direction. In this situation, theirMS level increased. For a conven-
tional vehicle, excessive wheel’s turning is preventable by improving the drivers’
skills of driving. For an autonomous vehicle where the driving is operated automati-
cally, the main objective for its motion planning system is to get the vehicle to reach
its designated destination. Most of the researchers did not consider MS elements in
their motion planner [12].

Froman interior design perspective, an autonomous vehicle is expected to enhance
social interactions among the occupants. Researchers proposed interior flexibility
such as rotatable seats. The rotatability allows the occupants at the front seats to face
backwards. However, facing backwards will cause a failure of anticipating the future
movement [24]. Also, the occupants do not require a window to view the outside
environment because they don’t have to control the vehicle [26]. The limitation of
the visual input affects the ability to predict the vehicle movement sufficiently [38].
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The autonomous vehicle allows the occupants to engage with non-driving activi-
ties such as chatting, reading, relaxing and playing games. The engagement in those
activities contributes to the sensory conflict which then contribute to the increment of
MS level [39]. Based on the sensory conflict theory, MS is developed when there is a
mismatch between sensory input information from the visual and vestibular system
[40]. The vestibular system consists of semi-circular canals and otolith organs in
which each of them distinguishes neck rotational and translational motion [2]. These
non-driving activities also reduce the anticipation of future vehicle direction among
the occupants.

Another concern of autonomous driving is its path naturality. Lack of control
from the human can cause abnormality in the vehicle movement. The abnormality
or non-smooth movement can cause an unstable posture [23]. Postural instability
contributes to develop MS [41]. Occupants who had degraded control of their bodies
such as stance and locomotion will experienceMS symptoms [42]. It is important for
the vestibular system to minimise swaying and maintaining a stable posture to avoid
MS. It has been proven that during travels, the occupants who were consistent in
their movement were less likely to experience MS than those who exhibited changes
in their movement [43].

Figure 1 illustrates the summarisation of the MS factors in autonomous vehicles.
It shows the link between the autonomous vehicle features with the factor of MS
occurrence.

Fig. 1 MS factors in autonomous vehicle
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3 Strategies to Minimise Motion Sickness in Autonomous
Vehicle

This section presents the review from the previous research on the MS minimisation
methods in an autonomous vehicle. The literatures are selected based on the factors
mentioned in the previous section.

Based on Fig. 1 in Sect. 2, the most repeated MS factor is the reduction of the
ability to predict the future vehicle movement. Engaging with non-driving activities
and the interior design of the vehicle are among the reasons onwhy the anticipation is
reduced. Aiming to increase awareness of the vehicle movement among autonomous
vehicle occupants, Md. Yusof et al. proposed a device that can alert the occupants
about the direction of the autonomous vehicle [44]. The device which is called as a
haptic feedback device is attached to the passenger’s forearms during travel. During
the experiment, the author created an in-vehicle situation where opaque windows
were used. The device invention managed to reduce the MS symptoms.

Non-driving activities such as watching television in autonomous vehicles reduce
the ability of the passenger to anticipate the future vehicle direction. Karjanto et al.
overcome this situation by proposing a peripheral visual feedforward system (PVFS)
to provide information of the future vehicle direction [45]. The PVFS device is
installed at the right and left sides of the television display inside an autonomous
vehicle. Results show that the symptoms of MS were lessened after the installation
of the device.

Kuiper et al. [46] proposed the application of auditory cues to reduce MS
in the autonomous vehicle. The auditory cues increased the anticipation of the
vehicle motion, hence managed to reduce motion sickness. The auditory cues gave
information of the timing and the future vehicle direction to the occupants.

Postural instability can be avoided if the occupant of the autonomous vehicle
can react accordingly on time when the vehicle receives unexpected forces. The
on-time reactions help them to balance their body posture in such situations. The
reactions are produced by the human senses with sufficient situation awareness.
Md Yusof et al. proposed a vibrotactile display to increase situation awareness in
autonomous driving [47]. Results show that the increment of situation awareness due
to the implementation of the device can mitigate MS.

Reading in a vehicle is also a non-driving activity that can lead to MS. MS occurs
due to sensory conflict and postural instability. DiZio et al. introduced an active
suspension system tomitigate theMS but at the same time enable the reading activity
in the vehicle [48]. The active suspension system reduced the vibration. Based on
the results, the reduction of the vibration can minimise the MS level among the
occupant, even though they were tasked to read texts. Ekchian et al. also proposed a
high-bandwidth active suspension system to mitigate MS [49]. It was reported that
by applying the proposed system, the severity of MS symptoms decreased.

Autonomous vehicles need to install a motion planning system that considers the
MS element. In terms of vehicle dynamics, the high lateral acceleration produced
during cornering is one of the primary factors of MS. Elbanhawi et al. stated that
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the MS issue can be resolved by designing a smooth lateral control system [12]. The
author integrated the vehicle’s path tracking systemwith a continuous curvature path
planning algorithm. Based on the results, it had been proved that the combination of
Pure Pursuit controller and continuous path planner could reduce lateral acceleration,
hence improving the comfort level [50].

Integration of a lateral control system with a longitudinal control system can also
produce a smooth vehicle’s cornering. Technically, a longitudinal control system or
speed control system is used to control the acceleration and the deceleration of the
vehicle. Wada et al. presented a velocity profile based on the expert driver’s profile
to be installed in the autonomous vehicle to reduce MS [51]. During curvature, the
vehicle’s speed will be lowered to achieve low lateral acceleration.

Saruchi et al. proposed the integration of a path tracking system with an active
front steering system (AFS) to minimise the lateral acceleration in slalom paths [47,
48, 52, 53]. The author applied a Stanley controller in the path tracking control
system and a Fuzzy-Proportional Derivative Integral (PID) controller in the AFS.
The combination of these two systems managed to mitigate the MS index in both
simulation and experiment platforms [54].

Htike et al. implemented an optimal control formulation in the motion planner
of an autonomous vehicle [55]. The application of optimum trajectory and velocity
profile succeed in mitigating the MS. The performance is verified through experi-
ments using the curvy path. By using the proposed system, the autonomous vehicle
travelled close to the road boundary in a peak cornering, thus produced minimum
lateral acceleration.

Table 1 tabulates the summarisation of MS minimisation methods. Based on the
table, it can be found that there are various kinds of ways to mitigate MS. The MS

Table 1 Summary of the proposed strategies to reduce MS

How to minimize MS? The proposed strategies

Increase anticipation of future vehicle direction • Haptic feedback device
• Peripheral visual feedforward system
• Auditory cues

Increase postural stability • Vibrotactile display
• Active suspension system
• High-bandwidth suspension system

Reduce sensory conflict • Active suspension system
• High-bandwidth suspension system

Consider MS in motion planning system • Integration of path tracking system with
continuous curvature path planning
algorithm

• Integration of lateral and longitudinal
systems

• Integration of path tracking system with
active front steering system

• Apply optimal control formulation in motion
planner
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can be reduced by inventing devices, modifying the vehicle and applying control
systems.

4 Conclusion

MS is an issue that can lead to a negative impact on the user acceptance towards the
autonomous vehicle because it is closely related to the occupant’s comfort. Concerns
had been raised by several researchers due to the lack of MS studies in autonomous
driving. Hence this paper focuses on reviewing the MS factors and mitigation strate-
gies in an autonomous vehicle. Based on the review, it can be concluded that MS can
be minimised using different ways from different perspectives. Due to the impor-
tance of tackling the MS issue, further investigations are necessary. The attention
towards autonomous vehicle technology keeps increasing day by day. In the future,
it is expected that more strategies will be proposed by the researchers.
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Investigation of the Combination
of Kinematic Path Planning and Artificial
Potential Field Path Planning with PI
Controller for Autonomous Emergency
Braking Pedestrian (AEB-P) System

Z. Abdullah, P. M. Heerwan, M. A. Zakaria, and M. I. Ishak

Abstract Autonomous Emergency Braking Pedestrian (AEB-P) is a fundamental
capacity of the advanced driver assistance system (ADAS) to maintain a distance and
avoid a collision. The fatality of pedestrian in traffic accident as well as near-miss
accidents are the most frequent type of accidents in Malaysia as the improvisation
of AEB-P system are obligatory. To generate optimum vehicle deceleration from
the path planner in the presence of a pedestrian in front of the vehicle, an Artificial
Potential Field (APF) path planner with a kinematic path planner is proposed in this
research. The kinematic path planner will produce maximum deceleration for the
vehicle, 8 m/s2, as the vehicle violates the threshold. The value is combining with
the APF value to fetch to the PI controller. Thus, the AEB-P system was designed
considering the pedestrian walked in front of the vehicle at 4.32 km/h and vehicle
travelled at 60 km/h, dry and wet road surface condition, time for Front Collision
Warning (FCW), and full braking was included for the limit APF is developed. The
PI controller will tune the deceleration using its variable on dry road surface (P =
0.003, I = 5) and on wet road surface (P = 0.003, I = 8500). The host vehicle starts
to give warning signal at 37.29 m and experience full braking at 21.3 m when the
vehicle travel on both types of surfaces. The vehicle manages to stop from hitting the
pedestrian at 2.21 and 1.5 m on the dry and wet road surface. The proposed AEB-P
architecture can avoid the collision with pedestrian as the vehicle manage to stop
from hitting the obstacle at a comfortable distance.
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1 Introduction

Advanced Driver Assistance Systems (ADAS) is an active safety system to prevent
collision. Adaptive Cruise Control (ACC), Autonomous Emergency Braking (AEB),
Anti-lock Braking System (ABS) are examples of an active safety system in ADAS
[1]. For collision avoidance involving uncertain obstacle, ADAS offers Autonomous
Emergency Braking Pedestrian (AEB-P) to maintain a distance or avoid a collision.

Pedestrian-vehicle collisions are viewed as the most deliberate type of accidents
since they yield a high fatality rate. In Malaysia, pedestrian fatalities registered
roughly 500 deaths each year [2]. According to the Malaysian Institute of Road
Safety Research (MIROS) finding, frontal collisions are the most frequent type of
accident in Malaysia [3]. However, practically the road conditions are complex,
whereby the brake distances would be affected by numerous factors, such as tyre
properties, road friction, brake pad exhaustion, etc. Furthermore, the most extreme
deceleration would be changed with conditions as well as tyre and brake system
conditions [4].

The AEB-P system’s ability can be improved by integrating the system with arti-
ficial potential field (APF) risk assessment [5–7]. Another pivotal aspect of the colli-
sion avoidance system of an autonomous vehicle is its ability to provide a possible
replanned path in a hazardous situation. The concept of the Artificial Potential Field
(APF) method is the robot move by the results of the attractive force and repulsive
force summation in its surrounding [8]. The attractive force is the force that attracts
the robot to move to its destination, while repulsive force is the force that pushes
the robot away from the obstacle [9]. The favour of an APF replanned path usually
has a limited amount of arithmetic [10]. A simple kinematic approach is enough to
accommodate the collision avoidance (CA) objective for some uncomplicated avoid-
ance scenarios [11]. The future replanned trajectory has been formulated based on a
vehicle kinematic model as it is enabling an immediate replanning process such as
braking. It is not dependable in a complicated scenario due to its simplicity as it is
not considered many vehicles restraint nor its algorithm.

The near-miss accident still happens, where the distance of the host vehicle is too
close to the obstacle [3]. So, to avoid this phenomenon, enhancing theAEB-Pproduct,
which acknowledges and manages the safe distance towards the collision point, is
developed. Subsequently, conventional Autonomous Emergency Braking Pedestrian
systems (AEB-P) have limitations in avoiding a collision when the vehicle moves
at medium and high speed [3]. This paper analyses the combination of kinematic
path planning with Artificial Potential Field path planning to get a feasible minimum
safety distance of 1.0–2.5 m from the obstacle. The PI controller is used to track
the difference value between both path planners to convert into feasible deceleration
values.
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2 Numerical Analysis on Autonomous Emergency Braking
Pedestrian (AEB-P) System

2.1 The Architecture of the AEB-P System

AEB-P is a system that helps the vehicle to avoid collision by executing an emergency
braking during the appearance of the pedestrian. Figure 1 shows the AEB-P system
is operated when the pedestrian occurs in front of a vehicle lane [12]. This system is
linked to TTC that enforced to a time for a vehicle passing a pedestrian and to TTCv
where the time of a pedestrian meets the road border and to TTCe whereby the time
for the pedestrian escaped the vehicle by surpass the road border. TTCp stand for the
value of time when pedestrian surpassed the point of TTCv. The collision will occur
when the algorithm of the system; TTCv ≤ TTC ≤ TTCe & TTCp ≤ TTCe [12].
The distance, × 1 is a safety margins as the pedestrian enter the road lane, while ×
2 is a safety margin as the pedestrian exit the road lane.

Figure 2 shows the block diagram of the AEB-P system that consists of time-
to-collision, combination of kinematic path planner with APF path planner, brake
actuator, vehicle dynamic modelling as well as PI controller.

Fig. 1 Driving scenario
during presence of pedestrian

Fig. 2 Block diagram of the AEB-P system
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Fig. 3 Free body diagram of
the vehicle model

Table 1 Optimized Vehicle Parameters

Details Symbol Value SI unit

Mass (Kerb Weight) m 1330 kg

Center of gravity (c.g) length towards frontal part Lf 1.107 m

Center of gravity (c.g) length towards rear part Lr 1.643 m

Height of center gravity h 0.479 m

Effective radius of the tyre reff 0.393 m

2.2 Vehicle Dynamic Modelling

Longitudinal Dynamic Model
Asimplified vehicle dynamic design ismodelling in this paper to analyze the dynamic
of the vehicle behaviour. Figure 3 shows a simplified model comprises longitudinal
model.

In analytical analysis, the vehicle’s force is expected to drive on a level and straight
road. The bicycle model is used in the analysis by assuming the left and right tyres
are the same. The linear longitudinal forces are expressed as follows:

max = Fx f + Fxr− Rx (1)

where m is the mass of the vehicle, ax is the longitudinal acceleration, Fxf and Fxr is
the longitudinal force for front and rear tire, respectively, Rx is the rolling resistance.
In the simulation, the UMP Test Car is used as the vehicle model. The specifications
of the vehicle are shown in Table 1 [13].

2.3 AEB-P Path Planner

2.3.1 Time to Collision (TTC)

TTC is the time for the driver to reduce the speed of a vehicle by braking to prevent
collision with the front obstacle. TTC is calculated by deriving the kinematic model
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equation as shown in Eq. 2.

|p| =
{−vt, a = 0

−vt + 1
2at

2, a �= 0
(2)

The TTC can be taken by rearranging the kinematic model equation, as shown in
Eq. 3. The velocity of the host vehicle is symbolized as v while the acceleration of
the host vehicle is symbolized as α. The time taken for the host vehicle to reach at
certain distance is symbolized as t while the distance travelled by the host vehicle is
represented as p.

|T TC | =
{

−v ± √
v2 + 2pa

a
, v ≥ 0 and a < 0 (3)

2.3.2 Kinematic Path Planner

Kinematic path planner is an algorithm derived from the kinematic equation used
in the AEB-P path planner. The fundamental kinematic algorithm is suitable for an
uncomplicated scenario of collision avoidance such as the appearance of obstacle in
front of the vehicle as the vehicle is approaching it. Figure 4 shows the threshold
activation for kinematic path planner, whereas TTC is a time-to-collision while Por
is the maximum safety distance for braking.

Each variable in kinematic path planner threshold, ρor such as d0, vc and amax

stands for critical safety distance, which is 2 m, current velocity, and maximum
deceleration of the vehicle as shown in Eq. 4.

ρor = d0 + (vc × T TC) + v2
c

2amax
(4)

Equation 5 shows that the kinematic path planner threshold violation as the value
of spacing headway of the vehicle, ρr cross the maximum safety distance produce by
kinematic path planner, ρor . The maximum deceleration is set to 8 m/s2 and provided
to the braking actuator when the ρr ≤ ρor .

Fig. 4 Threshold activation
for kinematic path planner
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ak =
{
8, ρr ≤ ρor

0, ρr> ρor
(5)

2.3.3 Artificial Potential Field (APF) Path Planner

The Vehicle Conditional Artificial Potential Field (VC-APF) is different from the
traditionalAPF as the vehicle condition influences the design. Themanipulated range
of the repulsion force is ρor and is influenced by the speed, maximum deceleration as
well as time headway of the vehicle while n andm are represented as a repulsive gain
factor and mass of the vehicle. Equation 6, 7 and 8 show the full braking, warning
signal, and no signal while Eq. 9 shows the deceleration after PI controller tuning.

Frep(X) = 1

2
n(

1

ρr
− 1

ρor
)
1

ρ2r
i f, ρr ≤ ρor (6)

Frep(X) = warning signal i f, ρor ≤ ρr ≤ ρor + 1.5 (7)

Frep(X) = no signal i f, ρr ≥ ρor + 1.5 (8)

αpi = Frep(X)

m
(9)

2.3.4 Proportional Integrative (PI) Controller

The PI controller is a simple control formulation that is widely used in various
industries. Each of thePI formulation variables stands for proportional and integrative
as it has its abilities. The deceleration error is the difference of the deceleration
between the kinematic path planner and APF path planner as shown in Fig. 5.

Table 2 and 3 shows the PI controller parameter where the AEB-P system is
simulated on the dry and wet road surface conditions. The value for PI controller is
chosen regarding the minimum safety distance of the vehicle from an obstacle. From

Fig. 5 Block diagram of
AEB-P controller
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Table 2 PI controller
parameter on dry road surface
condition

Road surface P I Minimum safety distance (m)

Dry 0.003 5 2.21

0.003 2.5 2.42

0.003 7.5 2.21

3 5 2.72

7.5 5 2.72

Table 3 PI controller
parameter on wet road surface
condition

Road surface P I Minimum safety distance (5)

Wet 0.003 8500 1.5

0.003 4500 1.22

0.003 12,500 1.11

50 8500 1.5

5000 8500 1.5

the result in Table 2 and 3, the chosen values for proportional variable, P on dry and
wet road surface is 0.003 while the integrative variable, I on dry and wet road surface
are 5 and 8500.

2.3.5 Brake Actuator System

The disc brake system operated as the wheel slowed down and finally stopped due
to output of braking torque by actuation force at the wheel. The braking torque, Tbr

produced by the multiplication of the actuating force, Fa and effective radius, reff
while the Fclamp stands for the force that clamped the disc brake. Ffriction stands for
frictional force occurred at the disc brake after the actuation force acting on it.

Fclamp = 2Fa (10)

Ff riction = μFclamp (11)

Tbr = Ff rictionre f f (12)

The braking torque on disc brake can be written as in Eq. 13 where μ is stand for
friction coefficient of the brake pad.

Tbr = 2μFaref f (13)
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3 Results and Discussion

3.1 Dry Road Surface Condition

Figure 6 shows the system activation when the vehicle is approaching the obstacle.
It can be seen that the warning signal starts to be activated at time 3.166 s. In this
condition, the spacing headway is crossing the warning signal. The emergency brake
starts to be activated at time 4.1248 s when the spacing headway crosses the full
brake. As a result, the path planner starts to give deceleration for the emergency
braking phase, as shown in Fig. 7(a), (b) and (c). Figure 6 shows that the vehicle
stops at 2.21 m, as shown by the sky-blue dotted line.

Figure 7(a), (b) and (c) indicates the behaviour of deceleration for the host vehicle
as activation of AEB-P system occur at 4.1248 s. Figure 7(a) states that the behaviour
produced by APF path planning as it is increases smoothly until it achieves the
maximum value, which is 0.0015 m/s2 at time 6.05 s. Figure 7(b) shows the behavior
of the reference deceleration produced by the kinematic path planner as themaximum
value is set to be 8 m/s2. The deceleration starts to oscillate heavily as the value of
spacing headway is abruptly enter and exit full brake phase as it is influencing the
braking actuator from 4.1248 to 4.5646 s as shown in Fig. 8. Figure 7(c) shows the
effect of proportional and integrative variables on deceleration behaviour after the
value from APF are tuning by the PI controller based on the reference deceleration
from kinematic path planner. The combination of deceleration from APF and kine-
matic path planner is highlighted in bold red colour which is the area of effected by
PI variable in Fig. 7(c). The proportional variable act as a gain to increase the step
response of the deceleration while the integrative variable is to reduce the oscilla-
tion. The deceleration starts to increase when the brake was applied at 4.1248 s and
reaches the maximum value, which is 8 m/s2 at 4.5646 s and stays constant until the
vehicle stops colliding with obstacles.

Fig. 6 System activation
distance against time on dry
road surface
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Fig. 7 The behavior of the deceleration on dry road surface a) APF deceleration, b) Deceleration
from kinematic path planner c) Trajectory deceleration

Fig. 8 Oscillation behavior
for system activation
distance against time on dry
road surface
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3.2 Wet road surface condition

Figure 9 shows the system activation distance when a vehicle approaches an obstacle
on a wet road surface. The warning signal starts to be triggered at time 3.166 s when
it crosses the spacing headway. Meanwhile, the emergency braking starts to activate
at time 4.1248 s. The vehicle stops at 1.5 m, as shown by the sky blue dotted line in
Fig. 9.

Figure 10(a), (b) and (c) shows the behaviour of deceleration for the host vehicle as
activation of the AEB-P system occur at 4.1248 s. Figure 10(a) shows the behaviour
of deceleration produced by APF path planning as it is increasing in light oscillation
pattern until it achieves the maximum value, which is 0.00672 m/s2 at time 6.3953 s.
The value pattern decrease as a final value for deceleration is 0.0047 m/s2 at 6.506 s
when the vehicle is in a stationary position. Figure 10(b) illustrated the behavior of
the reference deceleration produced by the kinematic path planner as the maximum
value for the reference deceleration is set to be 8 m/s2. The deceleration is initiated
at time 4.1248 s and oscillate until at the time of 4.125 s. Then, the value of the
deceleration stays constant until the vehicle reaches at time 4.9533 s. However, the
deceleration starts to oscillate again as the oscillation phenomenon is due to the
spacing headway’s value abruptly entering and exit the maximum safety distance
region as it directly influences the braking actuator. Finally, the deceleration stays
constant at amaximumdecelerationof 8m/s2 at time5.18 s until the vehicle stops.The
oscillation of deceleration is due to the full braking and spacing headway indicator,
as shown in Fig. 11. After PI controller is tuning, the vehicle’s actual trajectory
deceleration during the brake actuation is smooth, as in Fig. 10(c). Figure 10(c)
shows the effect of proportional and integrative variables in the PI controller for
trajectory deceleration. The proportional variable act as a gain to increase the step
response of the deceleration as highlighted in red colour at the vertical line, which
is from 4.1248 to 4.125 s and from 4.9531 to 4.9533 s. The integrative variable is
to increase the zero value from 4.125 to 4.9531 s and reduce the oscillation from

Fig. 9 System activation
distance against time on wet
road surface
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Fig. 10 The behavior of the deceleration on wet road surface a)APF deceleration, b)Deceleration
from kinematic path planner c) Trajectory deceleration

Fig. 11 Oscillation behavior
for system activation
distance against time on wet
road surface
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4.9531 to 5.1828 s after the combination of deceleration from APF and kinematic
path planner as indicated as bold red horizontal line in Fig. 10(c).

4 Conclusion

This paper implements the AEB-P architecture on the dry and wet road surface
when the vehicle travels at a speed of 60 km/h and pedestrian walks in front of the
vehicle at a speed of 4.32 km/h. The combination of APF and kinematic path planner
is proposed in this paper to yield optimal deceleration performance of a vehicle
to ensure the vehicle manages to stop at a comfortable distance from an obstacle.
Compared to conventional APF path planners, the proposed path planner is feasible.
The algorithm formulation includes the vehicle velocity, maximum deceleration, and
theminimum safety distance after the vehicle stop. The proposed AEB-P system also
can avoid a near-miss accident as the simulation result shows that the deceleration
produce is enough to stop the vehicle in the dry and wet road surface condition. Next,
the higher speed of the host vehicle should be considered during the simulation or
will be used for the validation of the system. The various braking scenario should be
included for the researcher to create a robust AEB-P architecture system.
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Simulation Studies on Bimorph
and Unimorph PZT Piezoelectric
Transducer for Energy Harvesting
Application

Sanjeef Singh A/L Sarbjeet Singh, Sew Sun Tiang, Wei Hong Lim,
Kah Hou Teng, and Chin Hong Wong

Abstract Various studies have shown that energy harvesting using piezoelectric
material is a promisingpath opened tomore opportunities for future applications. This
study ismainly focused on the comparison between bimorph and unimorph cantilever
transducer with three parameters taken into consideration, which are the weight
of proof mass, types of piezoelectric material used and the dimension of both the
cantilever transducer. For the bimorph transducer, various investigated results show
that it is able to generate amaximumoutput voltage of 14.66Vand1.07mWelectrical
power at natural frequency 114 Hz. On the other hand, the unimorph transducer is
able to generate a maximum output voltage of 12.81 V and 0.82 mW electrical power
at natural frequency 139 Hz. Hence, both designs are proposed to use as an energy
harvester device.

Keywords Piezoelectric · PZT · Cantilever · Bimorph · Unimorph

1 Introduction

The world is currently facing an issue of depletion of natural resources. There are
many sources for renewable energy harvesting such as solar, wave, wind and biomass
[1]. Renewable energy is a topic that is being researched on different levels. Themain
idea of harvesting renewable energy is to utilize piezoelectric materials to capture
the vibration energy from the ambient surroundings and convert it into electrical
energy [2]. Some of the common piezoelectric materials used for energy harvesting
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purposes are PZT (Lead Zirconate Titanate) and PVDF (Polyvinylidene Fluoride)
[3]. For this paper, three types of PZT materials will be investigated in order to
perform several simulation analyses to review the performances of both bimorph
and unimorph cantilever transducer. The PZT materials used for this experiment are
PZT-4, PZT-5A and PZT-5H. A cantilever-based transducer is an option for energy
harvesting as it has a lower natural frequency and simpler in operation [4]. The
frequency domain general study is chosen in order to obtain the graphical result
of output voltage and electrical power at the same time to determine the natural
frequency of the transducer with the step rate of 1 Hz. The purpose of this paper is to
perform a comparison analysis to determine a more efficient energy harvester device
via simulation works. It is so that the proposed design can serve as a reference for
future research to be held.

2 Literature Review

This section aims to review and evaluate similar research journals which can be used
as reference for this project. Table 1 shows the comparison on various research works
on piezoelectric energy harvesting.

Bhuvana et al. [4] have conducted a simulation experiment using COMSOL
in designing a cantilever-based piezoelectric vibration sensor. The design of the
cantilever transducer has a dimension of 25 × 13 × 0.2 mm. The piezoelectric
material used for this experiment are PVF2, PZT-5H and ZnO. Based on their find-
ings, it is deduced that the natural frequency of the cantilever transducer will be
affected by the length, width and thickness dimension parameter. Jamain et al. [5]
have performed a simulation analysis using COMSOL to review the performance of
a MEMS piezoelectric energy harvester. The dimension of the bimorph cantilever
transducer is 150× 50 × 1µmwith ZnO as the piezoelectric material. Based on the
results, the highest generated output voltage was 9.91 V at the cantilever fixed end
with a natural frequency of 0.171 MHz. Uddin et al.[6] has carried out a simulation
experiment in COMSOL by designing a bimorph cantilever transducer for energy
harvesting usingmechanical ambient vibration. The dimension of the transducer was
12× 2.5 × 0.03mm. PZT-5Hwas chosen as the piezoelectric material in this design.

Table 1 Overview of the literature review

Author Year Piezoelectric
material

Natural
frequency

Voltage Output Electrical power
output

[5] 2014 ZnO 0.17 MHz 9.91 V –

[6] 2016 PZT-5H 345.75 Hz 595.5 mV 14.85 µW

[7] 2018 ZnO 101 Hz 8.5 V 3.61 µW

[8] 2017 PZT-5A 75.5 Hz 5.39 V 1 mW

Proposed work 2021 PZT-5H 114 Hz 14.66 V %1.%2W
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The final results indicate that the transducer was able to generate voltage output of
595.5 mV and 14.85 µW of electrical power when the load resistance was 12.6 k�
under 1 g acceleration. The value of natural frequency was 345.75 Hz. Chaudhuri
et al. [7] have performed a simulation experiment using COMSOL by designing
various cantilever structures for comparison purposes. ZnO is chosen as the piezo-
electric material for this experiment. The results showed that a tapered perforated
structure is the best as it produces an output voltage of 8.5 V with electrical power
of 3.61 µW where the natural frequency was recorded at 101 Hz. Dixit & Rangra
[8] have used COMSOL to design a piezoelectric bimorph cantilever for electrical
energy harvesting via ambient vibration. The chosen piezoelectric material was PZT-
5A. When connected to a 12 k� load resistance, the transducer was able to generate
the output voltage of 5.39 V and 1 mW of electrical power at a natural frequency of
75.5 Hz.

It was discovered that using PZT-5H or PZT-5A as the piezoelectric material is
not as efficient as shown in Table 1. Therefore, the objective is to propose a better
energy harvester design in generating a higher output voltage and electrical power
by investigating on various parameters that would affect the output via simulation
works.

3 Methodology

COMSOL Multiphysics 5.5 was used as the simulation software to run this exper-
iment where Fig. 1 shows the geometry model for the cantilever transducer design
with proof mass.

Supporting structure

Proof mass

Piezoelectric and support layers

Fig. 1 Cantilever transducer design with proof mass
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The designs are divided into domain entities in COMSOL. The bimorph trans-
ducer has six domains while the unimorph has five because the former has another
extra piezoelectric layer beneath the supporting layer. For both bimorph and
unimorph transducer, the domain entities can be classified into the piezoelectric
layer, supporting layer, proof mass as well as the supporting structure as shown in
Fig. 1. The proof mass was added in the design as it is able to increase the deflec-
tion at the free end of the cantilever beam, thus directly increasing the obtained
output values [9]. Next, Fig. 2 shows the structural difference between bimorph and
unimorph designed using COMSOL, where the blue layer is the piezoelectric PZT
layer while the grey layer is the supporting layer. Prior to this step, several parameters
have to be declared in order to run this simulation. The three parameters that have
been declared are the acceleration of 1g, the load resistance of 100 k� and transducer
width of 8 mm.

Both the piezoelectric transducer has a default dimension of length 20 mm, width
8 mm and thickness of 0.16 mm. The next step is to assign the materials to their
respective domains. The materials used for this simulation are PZT-4, PZT-5A and
PZT-5H for the piezoelectric layer and structural steel for the other domains. The
material properties are as in Table 2 whereas the investigated parameters are as in
Table 3. The purpose of altering the parameters as shown in Table 3 is to provide
a more thorough analysis by investigating the transducer parameters in order to
determine the better cantilever transducer with respect to the total harvestable voltage
and electrical power output. Lastly, the solid mechanics, electrostatics, electrical
circuit, piezoelectric effect and meshing physical interface were taken into account
for the simulation process.

Fig. 2 Piezoelectric layers: a bimorph, b unimorph

Table 2 Material properties

Materials Values

Types of material PZT-4 PZT-5A PZT-5H Structural steel

Density (kg/m3) 7500 7750 7500 7850

Young’s modulus (GPa) 78 66 64 20

Poisson’s ratio 0.31 0.31 0.31 0.30

Piezoelectric coefficient (C/N) 289 374 593 –
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Table 3 Investigated
transducer parameters

Parameters Bimorph Unimorph

PZT material PZT-4, PZT-5A,
PZT-5H

PZT-4, PZT-5A,
PZT-5H

Supporting
material

Structural steel Structural steel

Proof mass (g) 1, 3, 5 1, 3, 5

PZT length (mm) 20, 22, 24 20, 22, 24

PZT width (mm) 8, 10, 12 8, 10, 12

PZT thickness
(mm)

0.16, 0.18, 0.20 0.16, 0.18, 0.20

4 Results and Discussion

4.1 Parametric Analysis on Various Proof Mass
and Piezoelectric Material

Tables 4 and 5 shows the comparison results when the weight of proof mass and
material parameters were used as a variable while the dimension of the transducer
is constant. Based on the results for both bimorph and unimorph, when the material
and weight of proof mass is set as PZT-5H and 1 g respectively, it is able to generate
the highest output voltage and electrical power compared to the others. Figures 3 and
4 shows the graph obtained that was plotted in Microsoft Excel after the extraction
of plot data from COMSOL Multiphysics 5.5.

Table 4 Results for bimorph when proof mass and material are varied

Material Proof mass (g) Natural frequency
(Hz)

Voltage output (V) Electrical power
output (mW)

PZT-4 1
3
5

128
124
120

8.86
8.60
8.29

0.39
0.37
0.34

PZT-5A 1
3
5

114
111
107

9.07
8.64
8.48

0.41
0.37
0.36

PZT-5H 1
3
5

114
111
108

10.66
10.59
10.00

0.56
0.56
0.50
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Table 5 Results for unimorph when proof mass and material are varied

Material Proof mass (g) Natural frequency
(Hz)

Voltage output (V) Electrical power
output (mW)

PZT-4 1
3
5

148
143
139

8.15
7.88
7.78

0.33
0.31
0.30

PZT-5A 1
3
5

138
134
130

7.88
7.66
7.48

0.31
0.29
0.28

PZT-5H 1
3
5

139
135
131

9.00
8.65
8.43

0.40
0.37
0.35

Fig. 3 Graph of bimorph when proof mass and material are varied

4.2 Parametric Analysis on Various Length, Width
and Thickness Dimension

Tables 6 and 7 shows the comparison results when length, width and thickness
dimensions were used as variable while the piezoelectric material and weight of
proof mass of the transducer is constant. The piezoelectric material used is PZT-5H
and the weight of proof mass is 1 g. Similarly, when dimensions of both transducers
are set to length of 20 mm, width 12 mm and thickness 0.16 mm, the output values
are a cut above the rest. Figures 5 and 6 shows the graph obtained that was plotted in
Microsoft Excel after the extraction of plot data from COMSOL Multiphysics 5.5.
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Fig. 4 Graph of unimorph when proof mass and material are varied

Table 6 Results for bimorph when thickness, length and width are varied

Length (mm) Width (mm) Thickness
(mm)

Natural
frequency (Hz)

Voltage output
(V)

Electrical
power output
(mW)

20 8 0.16
0.18
0.20

114
135
155

10.66
10.19
9.96

0.56
0.52
0.49

20
22
24

8 0.16 114
96
82

10.66
11.74
12.54

0.56
0.69
0.78

20 8
10
12

0.16 114
114
114

10.66
12.79
14.66

0.56
0.81
1.07

The vertical axis on the right for all the graph output are plotted with respect to
the obtained output voltage, meanwhile the vertical axis on left is for the electrical
power output.

The main difference between both the transducer is that bimorph has two active
piezoelectric layers sandwiching the support layer whereas a unimorph has only
one active piezoelectric layer. As for Results 4.1, based on Table 4 and Table 5, for
the bimorph transducer, the maximum voltage output and electrical power output
was 10.66 V and 0.56 mW respectively as per Fig. 3, at a natural frequency of
114 Hz. Similarly, for unimorph, at a natural frequency of 139 Hz the maximum
voltage output and electrical power output were 9.00 V and 0.40 mW, respectively
as shown in Fig. 4. It can be observed that the natural frequency and the output
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Table 7 Results for unimorph when thickness, length and width are varied

Length (mm) Width (mm) Thickness
(mm)

Natural
frequency (Hz)

Voltage output
(V)

Electrical
power output
(mW)

20 8 0.16
0.18
0.20

139
164
189

9.00
8.31
8.04

0.40
0.34
0.32

20
22
24

8 0.16 139
117
100

9.00
9.55
10.05

0.40
0.45
0.50

20 8
10
12

0.16 139
139
139

9.00
10.97
12.81

0.40
0.60
0.82

Fig. 5 Graph of bimorph when thickness, length and width are varied

values are inversely proportional to the weight of proof mass, regardless the piezo-
electric material used. The possible explanation is that the damping effect due to
the increasing weight of proof mass reduces the overall voltage and electrical power
output. [10]. The obtained results from Sect. 4.1 indicates that PZT-5H is the better
material for energy harvesting compared to PZT-4 and PZT-5A. This is because
PZT-5H has a higher d33 piezoelectric coefficient as shown in Table 2, which holds
the better advantage in generating a higher output voltage and electrical power [11].
Another factor that might affect the results is that the electrical power generated has
an inversely proportional relationship to the damping ratio [12]. Thus, it is important
to optimize the energy harvester design with suitable parameters.
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Fig. 6 Graph of unimorph when thickness, length and width are varied

Based on Tables 6 and 7, for the bimorph transducer, the maximum voltage output
and electrical power output was 14.66 V and 1.07 mW respectively as per Fig. 5, at a
natural frequency of 114 Hz. Similarly, for unimorph, at a natural frequency of 139
Hz the maximum voltage output and electrical power output were 12.81 V and 0.82
mW, respectively as shown in Fig. 6. The piezoelectric material PZT-5H and the 1 g
proof mass is set to constant due to both the bimorph and unimorph transducer were
able to generate the best results at default transducer dimension. It can be seen that the
width of the transducer has lesser impact on the natural frequency. On the other hand,
the natural frequency shows a directly proportional relationship to the thickness and
an inversely proportional relationship to the length. As for the voltage and electrical
power output, it is inversely proportional to the thickness and directly proportional to
the length and width. The results obtained in terms of natural frequency is analogous
to the research carried out by Bhuvana et al. [4].

5 Conclusion

In this paper, the performance of a bimorph and unimorph cantilever transducer
was designed and carried out using COMSOLMultiphysics. By optimizing the type
of piezoelectric material used, weight of proof mass as well as length, width and
thickness, the obtained resultswere analyzed anddiscussedwith support fromvarious
work of researchers. Hence, the bimorph cantilever transducer with a dimension of
22 × 12 × 0.16 mm with PZT-5H and proof mass of 1 g at a natural frequency of
114 Hz shows the best result amongst all the other parameters that were investigated.
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Lastly, it can be said that a bimorph cantilever transducer is more efficient for energy
harvesting compared to unimorph. This paper can be served as a reference for future
studies to be carried out. Future work will also be carried out in experimental format
to verify the results obtained from this paper.
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Simulated Kalman Filter with Modified
Measurement, Substitution Mutation
and Hamming Distance Calculation
for Solving Traveling Salesman Problem

Suhazri Amrin Rahmad , Zuwairie Ibrahim , and Zulkifli Md Yusof

Abstract Simulated Kalman filter (SKF) is a population-based optimization algo-
rithmbased on theKalmanfilter framework. Each agent in SKF is treated as aKalman
filter. To find the global optimum, the SKF employs a Kalman filter mechanism that
includes prediction, measurement, and estimate. However, the SKF can only oper-
ates in numerical search space. In literature, various techniques and modifications
have been applied to numerical meta-heuristic algorithms in order to operate in a
discrete search space. This paper presents modifications to measurement and estima-
tion in SKF to fit the discrete search space. The modified algorithm is called Discrete
Simulated Kalman Filter Optimizer (DSKFO). In solving the Travelling Salesman
Problem (TSP), the DSKFO has been compared to four other SKF algorithms and it
outperforms all of them.

Keywords Combinatorial · Simulated kalman filter · Travelling salesman problem

1 Introduction

Combinatorial optimization is a branch of optimization problems that has applica-
tions in a variety of fields. It is frequently utilized in a wide range of areas, including
applied mathematics, artificial intelligence, computer science, and electronic engi-
neering. An example of a combinatorial optimization problem is a Travelling
Salesman Problem (TSP).

The travelling salesman problem (TSP) is the commonly known routing problem
in combinatorial optimization. It has caught the interest of researchers since it is both
simple to comprehend and challenging to solve. The TSP can be stated as follows:
A salesman begins his or her journey in one city before moving on to the next set of
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cities. The objective of TSP is to determine the shortest and most cost-effective path
travelled by the travelling salesman.

Over the past decades, many metaheuristic algorithms have been proposed orig-
inally to solve combinatorial problems, such as Genetic algorithm (GA) [1], Ant
colony optimization (ACO) [2], and Simulated Annealing (SA) [3]. A numerical
optimization algorithm is designed to operate in numerical search space. To operate
in discrete search space, the algorithm must be modified or perform additional
computations.

A numerical search space is a space of all feasible solution where the variables
include a set of real numbers, whereas a discrete search space is a space of all feasible
solution where the variables include a set of integers. For example, an objective
function, f (x1, x2), contains two variables, x1 and x2, with an interval of [0, 4]. Thus,
a feasible solution of the objective function in numerical search space is illustrated
in Fig. 1(a), where the variables can be any set of real numbers. On the other hand, a
feasible solution in discrete search space is shown in Fig. 1(b), where the variables
consist of integers only.

The simulated Kalman filter (SKF) [4, 5] is an optimization algorithm originally
introduced for numerical optimization problems. The SKF has been enhanced by
adding a computation in order to solve combinatorial problems. Few existing combi-
natorial algorithm that are developed based on the SKF are binary SKF (BSKF) [6],
distance evaluated SKF (DESKF) [7], angle modulated SKF (AMSKF) [8], and state
encoded distance evaluated SKF (SEDESKF) [9].

In the proposed algorithm, themutation andHamming distance techniques, which
are suitable for discrete search space, are employed. Mutation is a genetic operator
that is used to create a new solution by making a random change in the string. In
this paper, a substitution mutation utilized by [10] is used in the proposed algorithm.
The mutation operates by replacing the value of the selected gene in the string with a
value from another string. Figure 2 depicts how the mutation operates. In this figure,

Fig. 1 Examples of numerical search space a and discrete search space b
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Fig. 2 Illustration of the
substitution mutation in the
DSKFO algorithm

Fig. 3 Hamming Distance
between string A and string
B is 3

the chosen gene which is the fourth dimension of string B is replaced with a value
of the same dimension from string A to create a new string C. The use of mutation
in this algorithm encourages exploration at the beginning of the search process and
promotes exploitation as the search process reaches its end.

The Hamming distance is a length metric used to calculate the difference between
two comparable strings of equal length. Figure 3 depicts an illustration of measuring
theHamming distance between strings A andB. In this figure, three positions in these
two strings are distinct. Hence, the Hamming distance between A and B, H(A, B),
is 3.

In this paper, the computations in the SKF aremodified to allow the SKF algorithm
tofitwithin a discrete search space. The performance of themodified algorithm is then
compared with the existing combinatorial SKFs. The performance of the proposed
algorithm is analyzed and discussed.

2 Methodology

2.1 Discrete Simulated Kalman Filter Optimizer (DSKFO)

The discrete simulated Kalman filter optimizer (DSKFO) algorithm is illustrated in
Fig. 4. The algorithmbegins by assigning a randomsequence toN agents. Thenumber
of iterations is represented by t and the stopping condition for the algorithm is set
at the maximum number of iterations, tmax. The initial value of the error covariance
estimate, P(0), the process noise, Q, and the measurement noise, R, all of which
required for Kalman gain calculation are also set, where {P, Q, R} ∈ R.

Each solution is comprised of D-dimensional vector. The first dimension, as well
as all other dimensions in a solution are in the form of state, in which each state is
subset of all states. Each state may consist of integer number ranging from 1 untilD.
In other word, a state vector, X, can be expressed as X = {x1, x2, . . . , xD}, {x, D} ∈
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Fig. 4 Discrete simulated
Kalman filter optimizer
(DSKFO) algorithm

Z, x ∈ [1, D]. The state vector, X, of the ith agent at time t in the DSKFO is shown
as

Xi (t) = {
x1i (t), x

2
i (t), . . . , x

d
i (t), . . . , x

D
i (t)

}
(1)

After that, each agent is put through an evaluation in order to determine their
fitness value. The fitness values are compared, and the agent with the best fitness
value at each iteration is set as Xbest (t). For minimization problem,

Xbest (t) = min
i∈1,....,n f i ti (X(t)) (2)

and for maximization problem,

Xbest (t) = max
i∈1,....,n f i ti (X(t)) (3)

The best solution obtained so far is called Xtrue. If a better fitness value is discov-
ered, it will be taken as the value of Xtrue. The Xtrue is updated if the Xbest (t) is better
than the Xtrue depending on the type of problem being evaluated (Xbest (t) < Xtrue

for minimization problem, or Xbest (t) < Xtrue for maximization problem).
In the prediction stage, the time-update equations are computed as follows:

Xi (t |t + 1) = Xi (t) (4)
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P(t |t + 1) = P(t) + Q (5)

where Xi (t |t + 1) and Xi (t) represent the predicted state and the current state, respec-
tively, and P(t |t + 1) and P(t) are the predicted error covariant estimate and the
current error covariant estimate, respectively.

The next step is measurement. In DSKFO, a substitution mutation utilized by [10]
is used in the measurement step. The procedure for the measurement step is shown
in Pseudocode 1.

The final step is estimation. A substitution mutation mechanism from [10] is also
used in this step. The Kalman gain, K (t), is computed as follows:

K (t) = P(t |t + 1)

P(t |t + 1) + R
(6)

The Kalman gain is a weight assigned to the measurements and the current state
estimation. High gain places more weight towards the measurement and lower gain
follows more closely to the prediction. The measurement residual is another element
that influences the mutation during the estimate step. The measurement residual is
the difference between the measurement, Zi (t), and the predicted state, Xi (t |t + 1).
In DSKFO, the Hamming distance is used to compute the difference between these
two variables. The Hamming distance are then converted into a range of [0, 1] using
following equation.

yi (t) = H(Zi (t), Xi (t |t + 1))

D
(7)

where yi (t) is the measurement residual as yi (t) ∈ [0, 1], and the Hamming
distance between the measurement and predicted state is represented as
H(Zi (t), Xi (t |t + 1)). Next, the measurement residual,yi (t), is multiplied by the
Kalman gain,K (t), to produce a correction, K̂ (t), for the predicted state. The K̂ (t)
value will determine the probability of mutation in each dimension. High K̂ (t) value
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leads more dimensions to take a value from measurement, Zi (t), whereas low K̂ (t)
value allows more dimension takes a value from predicted state, Xi (t |t + 1). A
mutations are then occurred based on correction, K̂ (t) as shown in Pseudocode 2 to
produce the estimated states for following iteration, Xi (t + 1).

In early iteration, the algorithm promotes exploration process as the mutation in
estimation step occurs inmany dimensions. As the iteration progresses, theHamming
distance between the measurement value and the predicted state decreases, lowering
the chance of mutation in each dimension in the estimation step. The reduction of
chosen dimensions for mutation in estimation step causes the algorithm to proceed to
the exploitation process. After that, the estimated error covariance for the following
iteration, P(t + 1) is computed as follows:

P(t + 1) = (1 − K (t))P(t |t + 1) (8)

Finally, the procedures are performed for the following iteration until the maximum
number of iterations is achieved.

3 Discrete Simulated Kalman Filter Optimizer (DSKFO)
for Solving Travelling Salesman Problem (TSP)

A solution of the TSP is represented by a sequence of integer numbers. For example,
there are ten cities in theTSP. In theDSKFO, a dimension represents a city, and a set of
dimensions represents the travel sequence of the cities. A travel sequence of 1-2-3-4-
5-6-7-8-9-10 can be represented by the estimated state as {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.
Since there are only ten cities involved, the number of dimensions is set at 10. More
dimensions are required for a larger number of cities in the TSP.

After the sequence is generated for each agent, the solutions are evaluated by
calculating the fitness value. In TSP instances, each city is given two coordinates to
indicate its position. These coordinates are used to calculate the distance between
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each city by using the Euclidean distance. Then, the fitness value, which is the total
distance of the path taken, is calculated using the following equation.

f i t(xi (t)) =
∑D−1

d=1
dist

(
xdi , x

d+1
i

) + dist
(
xD
i , x

1
i

)
(9)

where dist
(
xdi , x

d+1
i

)
represents the distance between estimated state in dth dimension

and d + 1th dimension.

4 Experiment, Result, and Discussion

A TSP benchmark set consists of 47 TSP instances that are used to evaluate the
performance of the DSKFO. A list of the TSP instances as well as their ideal fitness
are provided in Table 1. The TSP benchmark is divided into three instance sizes
defined by [11], which are small-sized TSP, medium-sized TSP, and large-sized TSP.

The performance of the DSKFO is compared against four existing combinatorial
simulated Kalman filter (SKF) algorithms, which are binary SKF (BSKF), distance
evaluated SKF (DESKF), angle modulated SKF (AMSKF), and DESKF with state
encoded (SEDESKF). Table 2 shows the parameters and values utilized for DSKFO,
BSKF,DESKF,AMSKF, and SEDESKF. The parameters in theDSKFO are the same
as those in other combinatorial SKFs. The quality ofDSKFOfindings is then assessed
based on the overall fitness values of 50 trials in minimizing the total distance.

The comparison between the performance of DSKFO against the BSKF, DESKF,
AMSKF, and SEDESKF is shown in Table 3, 4, and 5. Based on the findings, the
DSKFOperforms better than theBSKF,DESKF,AMSKF, andSEDESKF for solving
small-sized, medium-sized, and large-sized instances in minimizing the distance of
the TSP. The findings have proven that the DSKFO outperforms other combinatorial
SKFs.



316 S. A. Rahmad et al.

Table 1 List of TSP
benchmark instances

Instance size No TSP instance Ideal fitness

Small 1 berlin52 7542

2 eil51 426

3 st70 675

4 eil76 538

5 pr76 259,045

6 rat99 8806

7 kroA100 21,282

8 kroB100 22,141

9 kroC100 20,749

10 kroD100 21,294

11 kroE100 22,068

12 rd100 7910

Medium 13 eil101 629

14 lin105 14,379

15 pr107 44,303

16 pr124 59,030

17 bier127 118,282

18 ch130 6110

19 pr136 96,772

20 pr144 58,537

21 ch150 6528

22 kroA150 26,524

23 pr152 73,682

24 rat195 1211

25 d198 35,002

26 kroA200 29,368

27 kroB200 29,437

Large 28 ts225 126,643

29 pr226 80,369

30 gil262 2378

31 pr264 49,135

32 pr299 48,191

33 lin318 42,029

34 pr439 107,217

35 pcb442 56,892

36 d493 48,912

37 rat575 2323

(continued)
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Table 1 (continued) Instance size No TSP instance Ideal fitness

38 p654 34,643

39 d657 50,801

40 rat783 6773

41 dsj1000 18,659,688

42 pr1002 108,159

43 pcb1173 50,778

44 d1291 15,780

45 rl1304 252,948

46 rl1323 270,199

47 rl1889 316,536

Table 2 Experimental parameter settings

Parameter DSKFO BSKF AMSKF DESKF SEDESKF

Iteration 1000 1000 1000 1000 1000

Number of agents 30 30 30 30 30

Number of trials 50 50 50 50 50

Initial error covariance estimate 1000 1000 1000 1000 1000

Process noise 0.5 0.5 0.5 0.5 0.5

Measurement noise 0.5 0.5 0.5 0.5 0.5

Table 3 Average performance comparison of DSKFO with combinatorial SKFs for solving small-
sized TSP

Instance SEDESKF AMSKF DESKF BSKF DSKFO

berlin52 22,406.98 22,874.86 22,932.2 22,847.64 19,033.89

eil51 1267.804 1266.809 1268.42 2127.613 1102.025

st70 2887.399 2902.092 2882.996 2890.875 2401.752

eil76 2043.157 2039.967 2052.86 23,782.28 1822.935

pr76 459,240.7 461,176 461,023.3 461,949.7 406,375.4

rat99 6632.39 6718.733 6696.176 6732.771 5939.013

kroA100 135,675.3 136,954.9 137,043 137,188.7 120,715.6

kroB100 133,147.7 134,818.2 134,923.4 134,786.5 128,634

kroC100 133,605.2 135,858.8 135,469.5 135,539.3 119,472

kroD100 130,181.9 131,561.2 131,622.3 131,396.8 118,427

kroE100 136,381.9 137,716.4 138,503.9 138,610.7 120,180.4

rd100 45,651.72 45,664.31 46,096.3 45,944.33 40,210.75
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Table 4 Average performance comparison of DSKFO with combinatorial SKFs for solving
medium-sized TSP

Instance SEDESKF AMSKF DESKF BSKF DSKFO

eil101 2840.658 2856.43 2845.66 2853.754 2555.159

lin105 98,295.8 98,766.64 99,036.19 99,045.13 85,650.8

pr107 438,474.9 446,571.5 446,386.8 449,263.3 399,598.7

pr124 572,756.4 573,148.5 580,257.8 579,691.2 493,549.5

bier127 536,858.9 544,059.5 544,106.7 542,440 489,010.7

ch130 39,426.15 39,357.7 39,254.37 39,267 35,321.95

pr136 689,707.8 689,959.7 690,108.3 689,880.4 623,854.7

pr144 679,453.9 686,191.1 682,605.3 682,410.8 591,661.7

ch150 46,136.63 46,168.05 46,270.79 46,174.03 41,839.67

kroA150 214,278.5 215,813.7 216,442.1 215,796.9 194,157

pr152 880,010 886,369 886,217.2 886,457.3 777,614.8

rat195 19,329.74 19,441.65 19,422.96 19,461.39 17,846.2

d198 143,879.8 158,018.6 157,618.5 158,476.9 136,081.7

kroA200 289,059.9 291,098.8 291,940.4 291,063.8 272,885.1

kroB200 283,920 285,558.9 285,802.7 286,095.5 248,305.7

The DSKFO differs from the four existing combinatorial SKF algorithms in that
the four algorithms do additional computation for the SKF to solve the TSP, whereas
the DSKFO does not. Although no additional computation is required in the DSKFO,
the SKF is modified by providing a new interpretation for solving the TSP via muta-
tion and Hamming distance. The findings of the algorithms indicate that the use of
techniques appropriate for discrete search spaces, such as mutation and Hamming
distance, may be one of the reasons for the DSKFO’s superior performance.
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Table 5 Average performance comparison of DSKFO with combinatorial SKFs for solving large-
sized TSP

Instance SEDESKF AMSKF DESKF BSKF DSKFO

ts225 1,409,269 1,410,333 1,411,955 1,409,169 1,285,080

pr226 1,472,488 1,477,167 1,479,082 1,482,490 1,319,486

gil262 23,718.7 23,851.59 23,846.46 23,853.9 21,832.33

pr264 945,954.9 954,069.8 954,199 958,776.8 881,561.7

pr299 663,592.6 667,263.2 664,537 666,494.6 616,103.6

lin318 527,431.1 528,817.1 527,049.5 529,112.7 497,228.2

pr439 1,714,496 1,732,577 1,737,005 1,731,523 1,623,659

pcb442 706,661.8 707,728.3 708,486.4 708,016.9 671,691.3

d493 405,901.5 411,931.2 411,998.9 411,621 380,277.4

rat575 103,555.9 104,311.9 103,909.3 104,248 99,569.35

p654 1,835,950 1,848,103 1,845,492 1,849,637 1,722,673

d657 794,117 796,174.9 796,175.3 796,929.4 757,082

rat783 165,840 167,018.8 166,512.9 166,983 158,673.6

dsj1000 5.20E + 08 5.23E + 08 5.24E + 08 5.24E + 08 5.02E + 08

pr1002 6,070,399 6,078,577 6,085,013 6,079,543 5,854,900

pcb1173 1,332,669 1,335,124 1,333,055 1,335,923 1,309,015

d1291 1,640,368 1,646,428 1,645,013 1,648,227 1,597,967

rl1304 8,880,536 8,908,134 8,917,743 8,916,299 8,625,869

rl1323 9,275,698 9,303,447 9,303,794 9,302,486 9,050,985

rl1889 14,114,830 14,159,546 14,171,974 14,157,634 13,702,898

5 Conclusion

This paper presents a modified Simulated Kalman Filter (SKF) algorithm for solving
combinatorial optimization problem. Since the search space is in discrete, mutation
and Hamming distance are applied in proposed algorithm. The proposed DSKFO
algorithm is then employed to solve the TSP, which is a combinatorial optimiza-
tion problem. After that, the proposed algorithm is compared with four combi-
natorial SKFs. According to the findings, the proposed DSKFO outperforms the
BSKF, DESKF, AMSKF, and SEDESKF for solving the TSP. Further research of the
proposed DSKFO can be considered for future studies.
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Development of Heart Rate Sensor
Warning System to Estimate driver’s
Cognitive Distraction Level

Akmal Shahmi Bin Azhar and Ahmad Khushairy Bin Makhtar

Abstract Distraction is a task that mentally demands and prevents focusing on the
primary task, such as talking to the phone. This kind of distraction was measured
using heart rate because the mental condition of the driver had initiated the auto-
nomic nervous system through the sympathetic and parasympathetic nervous system
in the activation of the increase or decrease of heart rate. The percentage of road acci-
dents in Malaysia contributed by drivers to be more caused explicitly by cognitive
distraction, such as talking to the passengers and talking to the phone while driving,
which is the cause of death in Malaysia. The purpose of this study is to evaluate the
relationship between heart rate and the cognitive distraction level of drivers that had
influenced their driving performance. The research started by developing the heart
rate sensor warning system that provided warning alarms to the respondent once
they were distracted. Eight participants (Mean = 24.25, SD = 0.463) participated
in the experiment and set up a pulse sensor on a driving simulator. The respondent
has been given the N-Back Task while driving and evaluated by NASA Task Load
Index. The result showed that the heart rate and driving performance affected when
the driver was cognitively distracted. The research also revealed that drivers need
to put more effort towards driving to maintain good driving performance when they
were cognitively distracted. Lastly, dis- traction while driving has been contributed
to accidents. Thus, this device was successfully alerted the driver and increased their
driving performance when they cognitively distracted. This developed device could
be used to reduce the number of traffic accidents in Malaysia due to distraction while
driving.

Keywords Heart rate · Secondary tasks ·Warning system
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1 Introduction

Malaysia Road Safety Department released the report that stated that from 2017
until June 2019, road accidents recorded in 2017 were 533,875 cases and gradu-
ally increased in 2018 with 548,598 cases. The recent report from Malaysia Road
safety Department (2019) shows that until June 2019, road accidents occurred where
281,527 have been recorded. In contrast, Ministry of Transport Malaysia stated that
through the report fromMalaysian Transport Statistics (2018), from 2009 road acci-
dents recordedwere 397,330with 6,745 total deaths. Road accidents cases drastically
increase in 2018 with 548,598 cases with 6,284 total deaths [1].

After reviewing a large number of previous studies on the causes of road acci-
dents, it was discovered that distraction caused by a secondary task was accounting
for roughly 23% of all crashes and near-crashes (task other than driving) [2]. In
general, driver’s perception response time increases when the drivers are cognitively
distracted because of inadequate cognitive control resources. For example, when
drivers had con- versations using mobile phones, their perception response time
increased in vehicle braking scenarios [3]. Furthermore, the study proved that driver
heart rate increases under high cognitive demands by tested it using drivermonitoring
applications during driving sessions simultaneously to secondary cognitive tasks [4].

Most vehicle manufacturers, especially car manufacturers, depend only on such
safety measures like airbags, breaking mechanisms, and Intelligent Speed Assist
(ISA), but few are concerned about driver’s condition as one of the vital safety
features of their car. A challenging part of current research is detecting a driver’s
cognitive distraction, but it has become increasingly important to develop a driver-
precautionary warning system. Different methods and devices have been used in
the studies to estimate a driv- er’s cognitive distraction. It is however, unclear how
accurate the device measurements will be going forward.

Several mental conditions compose the human mind. These mental conditions are
generally widely referred to as emotion (anxiety, pain, love). Cognitions and percep-
tions also included in the mental condition [5]. The driver’s heart rate may determine
a driver’s cognitive distraction. The autonomic nervous system (ANS) is the compo-
nent of the peripheral nervous system that acts as a controlmechanism formaintaining
the body under stable conditions. ANS has two main components: the sympathetic
nervous system (SNS) and the parasympathetic nervous system (PNS). These two
components will innervate the sinoatrial node to the heart, which will activate the
increasing heart rate while PNS activation will decrease the heart rate [6]. Observing
the changes in any of these systems could be used as a guide to determine the level
of cognitive distraction experienced by the individual. This process represents the
conceptualization of how physiological measurements actually work. Examples of
physiological measurements include electrocardiography (ECG), electromyography
(EMG), electro-dermal activity (EDA), respiratory (RSP), skin temperature (SKT),
pupil diameter (PD), eye activity, and speech recordings [7, 11, 12].

Subjective assessments of mental workload could be conducted by asking partic-
ipants to rate their perceived workload while performing a task. Some subjective
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measurement techniques can be performed, such as the NASA-TLX (NASA-Task
Load Index) and the Subjective Workload SWAT-Assessment Technique. NASA-
TLX is awidely used for subjectivemeasurement instrument that assesses six factors:
mental demands, physical demands, temporal demands, performance, and effort and
frustration levels. The primary reason for choosing the NASA TLX method is its
ease of implementation, and its effectiveness is primarily related to workload evalu-
ation over ex- tended periods. However, Hoedemaeker affirmed that SWAT is not as
sensitive or valid as NASA-TLX [8]. Lastly, this research aims to develop a heart rate
sensor warning system that can detect a driver’s heart rate while driving. The IBM
SPSS statistical software was used to analyze physiological, performance, subjective
measurement and device performance to meet the research objective.

2 Methodology

2.1 Participants

Eight respondents have participated in this experiment consists of 4 males and 4
females. Their age was between 23–25 years old (Mean = 24.25, SD = 0.463).
Every respondent had a valid driving’s license and they drove almost daily. All the
respondents had driving experience between 1–8 years. With the balance number of
respondents, the results were enough to provide convincing results.

2.2 Heart Rate Warning System Device

The main component for this heart rate warning system is the pulse sensor. The pulse
sensor detecting heart rate based on the principle of infrared light travelling through
the blood to determine the blood pressure and analyze the heart rate. To begin, the
sensor is attached to the human fingertip. Blood is circulated to the fingertip when
the infrared sensor light passes through the blood to the photodiode, which measures
the blood pressure. This measured value is then sent to the Arduino controller. The
controller com- pares the detected value to the threshold value to determine whether
there is a difference in the output. Finally, the controller sends the signal that triggers
the buzzer to produce an alarm and the Arduino controller displays the sensor output
value on the LCD dis- play. The heart rate sensor comprises a photodiode and an
infrared sensor. The IR sensor is directed toward the finger on one side in Fig. 1,
while the photodiode receives the signal and measures the pulse and blood count.

The blood intensity decreases and increases in proportion to the heart rate, making
it easy to determine if the heart is normal or abnormal. Figure 2 shows the flowchart
that summarizes the development of the heart rate sensor warning system. The sensor
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Fig. 1 Components of the
pulse sensor [13]

Fig. 2 Arduino flowchart

measurement value is translated to the voltage variation due to the op-amp function,
and the controller received the output value in DC voltage from the sensor.

2.3 Experiment Setup

This experiment was conducted at Ergonomic Laboratory, School of Mechanical
Engi- neering,Universiti TeknologiMara (UiTM). Figure 3 shows a driving simulator
been used in the experiment.

Table 1 shows the list of the components and the functions respectively. The pulse
sensor and the Arduino UNO are the main components to develop the heart rate
warning system device.
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Fig. 3 Driving simulator set-up

The respondent’s blood pressure, temperature, and initial pulse rate were recorded
to make sure they were in good condition so that the result of the experiment would
not be affected. Then, the respondentwas briefly explained about the objective and the
procedure of this experiment. Next, the respondent needs to declare their personal
back- ground like age, height, weight, health condition and driving experience in
the Google Form. The consent form was given to the respondent to sign after they
agreed to participate in this experiment and understood that all of the data taken
was for research purposes only. At the end of the experiment, the respondent needed
to answer the feed- back form for the device’s performance throughout the whole
experiment.
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Table 1 Components of device
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2.4 Experiment Procedure

There are two tasks that each driver needs to be done. For the main task, the driver
needs to focus and drive safely and for the secondary task driver will be given the
N- Back Task while driving and answer it correctly. All drivers will be doing four
sessions of driving test. Each session consists of 3 repeated tests. The first session
driver will be given with 0-Back Task, the second session will be 1-Back Task and
the third session will be 2-Back Task. The last session will be 2-Back Task that will
be conducted with alarm device to alert the driver when their heart rate exceeds the
threshold that will be set. In the 1-Back Task driving session, driver’s heart rate will
be taken to set the heart rate threshold for the last session. The heart rate threshold for
each driver will be set by taking the average heart rate in this session. The duration
of each test is 6 min. First two minutes, the driver just needs to drive normally. Then,
for the next 2 min driver needs to drive and correctly answer the N-Back Task given.
After that, for the last 2 min driver need to drive normally and complete the test.
After the respondent’s finished each test in each session, they will need to answer
the NASA Task Load Index immediately to rate their driving performance. Finally,
after all the sessions have been done, the driver needs to answer the feedback form
regarding the alarm device used in the last session.

2.5 Statistical Analysis

IBM SPSS Statistic was used to analyse all the respondents’ data after being
sorted out in Microsoft Excel. IBM SPSS Statistic analyzed the data to reveal the
significant result in each measurement. Repeated measure ANOVA and univariate
measure ANOVA were used to analyze the physiological, performance and subjec-
tive measurement (Table 2) as the software will determine the significance for the
data that have been entered is less than (p < 0.05). The significance level or alpha
level of 0.5 (5%) has been selected to run the test of all results in this experiment.
Repeated measure ANOVA was used to determine the statistical significance in all
gender results and univariate measure ANOVA was used to determine the statistical
significance in the overall result of eight respondents.

Table 2 List of dependent
variables

Measurement groups Dependent variables

Physiological Heart rate reading using pulse sensor

Performance N-Back task result

Subjective Nasa task load index and device
Feedback form
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3 Result and Discussion

3.1 Physiological Measurement

A repeated measure ANOVA was applied with the heart rate of the first, second,
third and fourth sessions as the within-subjects factor. Besides, gender was declared
as the between-subjects factor. The average value of heart rate of an experiment for
two genders was shown in Fig. 4. Repeated measure ANOVA analysis showed a
significant heart rate value for each session, Wilks’ Lambda = 0.99, F (3, 2876) =
14.18, p < 0.001, η2 = 0.012. Hence, the null hypothesis is rejected in this case,
considering the significance level of α = 0.05. The female average heart rate results
between (M:81) from first session until third session. The male average heart rate
value was (M:72) to (M:78) in the third session. Significant drop of heart rate, male
(M:72) and female (M:77) in the fourth session. The female was more nervous when
handling secondary tasks while driving because gender can significantly affect stress
levels, lifestyles and all aspects of human behavior [9].

A univariate ANOVA was applied with the heart rate of the first, second, third
and fourth sessions as the dependent variable. Besides, four tasks were declared as
the fixed factor. The average value of the heart rate of an experiment for the entire
session was showed in Fig. 5. Univariate ANOVA analysis showed a significant heart
rate value for each session, F (3, 11,517) = 47.96, p < 0.001, η2 = 0.012. Hence,
the null hypothesis is rejected in this case, considering the significance level of α

= 0.05. First session (M:76) and reached (M:80) in the third session. Significant
drop in fourth session (M:74). Both added cognitive and the driving task compete

Fig. 4 Line graph average heart rate for gender
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Fig. 5 Line graph average heart rate for entire session

for working memory components. Significant difference between session four and
session three because of warning system device. Overall, the pairwise comparison
revealed the significant difference between the average heart rate value and other
tasks that has been proved by using the Bonferroni method.

3.2 Performance Measurement

A repeated measure ANOVA was applied with the driver performance of the first,
second, third and fourth sessions as the within-subjects factor. Besides, four tasks
were declared as the between-subjects factor. The average value of driver perfor-
mance of an experiment for two genders were shown in Fig. 6. The repeated measure
ANOVA analysis showed no significant driver performance value for each task,

Fig. 6 Line graph average driver performance for gender
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Table 3 Pairwise comparison by gender

(I) Gender (J) Gender Mean difference
(I–J)

Std. error Sig 95% Confidence interval for
difference

Lower bound Upper bound

Male Female 4.307 2.826 0.142 −1.553 10.167

Female Male −4.307 2.826 0.142 −10.167 1.553

Fig. 7 Line graph average driver performance entire session

Wilks’ Lambda = 0.91, F (3, 20) = 0.70, p > 0.05, η2 = 0.095. Overall, the pair-
wise comparison revealed no significant difference between the gender that has been
proved by using the Bonferroni method as stated in Table 3.

A univariate ANOVAwas applied with the driver performance of the first, second,
third and fourth sessions as the dependent variable. Besides, four tasks were declared
as thefixed factor. The average value of driver performance of an experiment for entire
sessions was shown in Fig. 7. The univariate ANOVA analysis showed a signifi-
cant driver performance value for each session, F (3, 92) = 26.28, p < 0.001, η2 =
0.461. Hence, the null hypothesis is rejected in this case, considering the significance
level of α = 0.05. First session (M:99.39) to the third session (M:74.57). Signifi-
cantly increased in fourth session (M:81.73). The driver’s performance significantly
improveswhen awarning system device is used in session four.When drivers attempt
to maintain their composure and focus, their driving performance will improve.
Overall, the pairwise comparison revealed no significant difference between the
average driving performance value for session one and session two (p = 0.447),
because both sessions had a quite similar difficulties level of tasks that drivers can
withstand. The pairwise comparison revealed a significant difference besides first
session and second session using the Bonferroni method.
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3.3 Subjective Measurement

A repeated measure ANOVA was applied with the NASA TLX of the first, second,
third and fourth sessions as the within-subjects factor. Besides, gender was declared
as the between-subjects factor. The average value of NASA TLX of an experiment
for two genders was shown in Fig. 8. The repeatedmeasure ANOVA analysis showed
a significant NASA TLX value for each session, Wilks’ Lambda= 0.47, F (3, 20)=
7.97, p < 0.05, η2 = 0.544. Hence, the null hypothesis is rejected in this case, consid-
ering the significance level ofα= 0.05. First session formaleswas (M:12.99, increase
to (M:74.31) in third session. First session for females was (M:5.35), increased to
(M:40.49) in the third session. The males need more effort to maintain their driving
performance because males were more aggressive while driving than females [10].
The pairwise comparison revealed a significant difference (p = 0.00) between the
gender that has been proved by using the Bonferroni method. No significant differ-
ence between effort in the fourth session with third session because both tasks had
the same level of difficulties.

A univariate ANOVA was applied with the NASA TLX of the first, second, third
and fourth sessions as the dependent variable. Besides, four taskswere declared as the
fixed factor. The average value of NASA TLX of an experiment for overall sessions
was shown in Fig. 9. The repeated measure ANOVA analysis showed a significant
NASA TLX value for each session, F (3, 92) = 32.95, p < 0.00, η2 = 0.518. Hence,
the null hypothesis is rejected in this case, considering the significance level of α

= 0.05. The first session was (M:9.17) to (M:57.40) in the third session. Cognitive
distraction needs more effort from the driver to maintain their performance during
driving. Overall, the pairwise comparison revealed a significant difference that has
been proved by using the Bonferroni method. No significant difference between
effort in the fourth session and third session because both tasks had the same level
of difficulties.

Fig. 8 Line graph average NASA TLX for gender
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Fig. 9 Line graph average NASA TLX for entire session

3.4 Performance of Device

Figure 10 above showed the average responses to the questionnaires during the exper-
iment. Repeated measures ANOVA was performed to analyze the questionnaire as a
within-subjects factor. The repeated measure ANOVA analysis showed a significant
value for the questionnaire answer,Wilks’ Lambda= 0.13, F (4, 4)= 6.49, p < 0.049,
η2 = 0.867. Hence, the null hypothesis is rejected in this case, considering the signif-
icance level of α = 0.05. Additionally, there was a significant difference between
questionnaire answers that has been proved by using the Bonferroni method. The
average value for response time for the alarm was (M:4), respondents agreed that the

Fig. 10 Bar chart for the device feedback performance
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warning system quickly warned them. Respondents agreed that the alarm sound did
not annoy and not too loud as the average value for performance of alarm was (M:4).
The average value for the position of heart rate given was (M:2), because respon-
dents dissatisfied only one heart rate sensor was provided. The average value given
was (M:4) because respondents agreed the device allows them to focus and main-
tain their performance when distracted. Lastly, all respondents agreed with overall
device performance as the aver- age value showed (M:4). Device performance can
be justified by the warning alarm that is only triggered when the heart rate exceeds
the threshold that has been set.

4 Conclusion and Recommendations

The development of a heart rate sensor warning system was completed successfully.
The physiological and performance measurement analysis was obtained by using
the device in this experiment. Physiological measurement indicated the statistical
significance for gender and overall result. Next, performance measurement indicated
no statistical significance in gender but significance in overall result. Then, subjective
measurement indicated that both gender and the overall result were significant. Some
improvements can be highlighted in this research. The application of the pulse sensor
should be increased to prevent fatigue to the driver because they need to put their
finger all the time on the pulse sensor. Lastly, the number of respondents should be
increased to 20–30 respondents to get more accurate and precise data following the
various re- search experiment.
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Gain Scaling Tuning of Fuzzy Logic
Sugeno Controller Type for Ride
Comfort Suspension System Using Firefly
Algorithm
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Abstract A control system based on fuzzy logic (FL) is one of the effective
controllers which operates using an inference mechanism rule base that requires a
knowledge database. The system itself can remotely able to produce good linguistic
variables depending types of output required. Nevertheless, the FL controller design
still has a drawback that requires an improvement to give a very high capability in
controlling a dynamic ride comfort of the vehicle suspension system. This study aims
to improve the FL controller design by adding a gain scaling value for each input
and output of the FL system. A metaheuristic-based firefly algorithm (FA) is used to
optimize the value of each input and output of the FL system. Taking an accelera-
tion of the suspension system response as an objective function, the FA strategy is an
attempt to find and search for an optimum value of the gains that able to be as a sort of
contact information for improving the targeted value obtained from the FL controller.
In this work, an external disturbance in the form of sinusoidal waves is applied to
the system to verify the sensitivity and durability of the proposed control schemes.
Consequently, a comparative assessment between FL controller without having gain
scaling and with the gain scaling tuned by FL strategy is investigated an analysis
in the form of the amplitude reduction for both body displacement and acceleration
responses. Simulation results indicated that the FL with gain scaling shows a good
response compared to the FL without gain and its performance is improved by up to
52.1% compared to others.
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1 Introduction

The use of fuzzy logic (FL) controller becomes amajor study that has been introduced
by many researchers for any application recently and it is one of the systems that can
imprecisely the inputs, as well as able to handle any nonlinearity problems [1–3]. It
has been used in many type of application not only for controller purposes but also
for modeling development. Ali et al. in 2018 have developed an FL controller for an
agricultural greenhousemodeling usingMATLABSimulink environment to promote
a suitable microclimate [4]. Al Badwawi and his team proposed the FL controller
as the superfisory control in controlling the power management of an islanded AC
mcrogrid using a frequency signalling [5]. The FL controller has been also widely
used in engineering application that gives a remarkable performance for the system.
For instance, Errouha et al., in 2019 also present the FL controller to improve the
conventional direct torque control. The results show the effectiveness of the said
controller in terms of torque and flux ripples reduction and daily pumped water
[6]. Qais et al., in 2020 introduced the whale optimization algorithm-based Sugeno
fuzzy logic controller to improve the fault ride-through of the wind generator. The
simulation results revealed that by using the proposed controller can able to have
less overshoot, fast time response, and small steady-state error [7].

In the application of the semi-active suspension system, many researchers have
proposed good ideas in developing the FL logic controller with different approaches
such as by integrating it with intelligent optimization, increase the number of input
or output, and change the different types of fuzzy rules and membership functions
[8–10]. Nevertheless, the improvement of the FL controller still has areas that could
be investigated to increase the performance of the system. By adding gain scaling for
every input and output of the controller, it is becoming one of the strategies that could
give a good signal for the fuzzy logic data as a sort of context information. Thus,
the information received from the fuzzy rules can be sorted for the better controller
design after the gain scaling is included as a value added.

To optimize the value of FL gain scaling, a metaheuristic algorithm or so-called
bio-inspired algorithm is used due to a powerful method that is able to solve the
problem intelligently. Algorithm such as the particle swarm optimization (PSO),
the artificial bee colony (ABC) and the cuckoo search algorithm (CSA) have been
extensively used as a good optimizer in solving a nonlinear problem for any appli-
cations, recently [11–13]. Similarly, the firefly algorithm (FA) is the metaheuristic
algorithms that is also highly being used as an optimizer in various applications [14,
15]. Thus, this study is an attempt to use the FA algorithm to compute the value of
FL gain scaling and then to be integrated with the FL controller in order to improve
the performance of the semi-active suspension system in terms of the amplitude
reduction for both body acceleration and displacement analysis.

The paper will be organized as follows. Section 2 describe semi-active suspension
modeling for a quarter vehicle using MATLAB simulation environment. In Sect. 3,
the configuration of the controller system using the FL controller and the integra-
tion process with the FA algorithm is developed. Section 4 shows the analysis and
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discussion for the FL controller without gain, the FL controller with gain tuned by
FA algorithm, and the passive system. In Sect. 5, the conclusion is shown.

2 Semi-Active Suspension Modelling

Taking into consideration of second-newton law, the quarter car semi-active suspen-
sion system model is developed through a MATLAB simulation diagram. The block
diagram model is shown in Fig. 1 and the mathematical equation of the said model
is described as in Eqs. 1 and 2.

Ms ẍs + Fd − ks(xu − xs) = 0 (1)

Muẍu + Fd − ks(xu − xs) − kt (xr − xu) = 0 (2)

where the sprung and unsprung mass is symbolized as Ms and Mu , respectively. The
damper is represented as Fd , ks is a spring stiffness and kt is a tire stiffness. Other
parameters like body acceleration, ẍs , tire acceleration, ẍu , body displacement, xs ,
tire displacement, xu , and road profile displacement, xr are the important elements
that can be defined as the main parameters of interests that were investigated in this
study. The parameter value for sprung mass and unsprung mass are set as 80.5 and
18.5 kg, respectively whereas for spring stiffness and tire stiffness, the values are
defined as 45,409 and 274,680 N/m, respectively. These scale-down values are taken
experimentally regarding the real elements in the suspension structure.

The damper system used in this study is based on the magnetorheological (MR)
system and s modeled using parametric approach called the Spencer model. The said
model is also developed using MATLAB simulation block diagram at its parameters
are defined from the previous study by other researchers [12].

Fig. 1 Semi-active
suspension model
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3 FL Controller Design and Optimization

The Fuzzy logic system is among the control system that is able to change the body
and tire movements. It is first introduced by Lotfi A. Zadeh back in 1965 [16] by
proposing the concept of linguistic variables and later to be defined as a fuzzy set.
In this study, two sets of fuzzy inputs known as the body velocity and the relative
velocity are defined in order to analyze their moving direction depending on the
rules conducted in the system. As the input values are defined, the fuzzy inference
rules with membership function are set up during fuzzification process before it is
ending with the defuzzification process as important output values that can be sent
to the next model. The fuzzy output in this study is defined as damper coefficient
and later to be integrated with the relative velocity in order to produce desired force
for the system. Overview of the fuzzy system that has been developed in MATLAB
Simulink is shown in Fig. 2.

As for membership function, the gaussian-bell type is selected in this study as it
is one of the most common types being used recently. The three linguistic variables
are defined for each fuzzy input. Those are, Negative (N), Zero (Z), and Positive (P),
and it is symmetric about zero. The function of membership is shown in Fig. 3.

The investigation of the fuzzy rules is the next step in executing it based on the
IF–THEN rules. The fuzzy rule is as follows:

If żs is (A) and żrel is (B) thenCd is (C)

where the values of A, B, and C are representing as the sprung mass velocity, the
relative velocity, and the desired damping coefficient, respectively. By using Sugeno
Fuzzy Type, the damping coefficient which representing the fuzzy output is deter-
mined by the range of the low and high damping state as shown in Table 1 and its

Fig. 2 The fuzzy logic system developed in MATLAB Simulink
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Fig. 3 The set of fuzzy membership function

Table 1 Fuzzy coefficient

Cmin Cd1 Cd2 Cd3 Cd4 Cmax

700 3000 6000 9000 12,000 15,000

rule is also depicted in Table 2. The fuzzy coefficient values as presented in Table 1
are obtained regarding on a number of the damping values in the range of low and
high damping state [17].

As the FL controller itself has many varieties to be improved and working as high
performance for particular purposes, it has some ideas to be proposed in this study
by incorporating the gain scaling for each input and output of the fuzzy system.
The gain scaling known as the gain sprung velocity (GSV) and the gain relative
velocity (GRV) is used to be included in the fuzzy system as scale values for the
fuzzy input while the fuzzy output is also adopted with the gain scaling known as
the gain coefficient (GC). All these parameter gains will be optimized using the FA
optimization technique.

Table 2 Fuzzy rule

Relative velocity (RV)

Spring velocity (SV) Fuzzy rule

N Z P

N Cmax Cd2 Cmin

Z C4 Cd3 Cd1

P Cmin Cd4 Cmax
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3.1 Firefly Algorithm

Firefly Algorithm is a group of metaheuristic algorithms inspired by the flashing
behavior of fireflies based on nature and it is introduced by Yang, back in 2010 [18].
The FA uses brightness or light intensity as the main objective function and the main
concept of the algorithm is based on the pair of two fireflies, xi and x j . The lower
brightness of the particle is attempt to find the brightest particles in order to increase
their brightness. As the distance between two particles is far apart, the brightness
will decrease. A group of fireflies will be sorted out according to higher brightness
to lower brightness. The process of the particle to find their best mate or partners
will remain continues until the number of generations is limited to particular values.
The main three equations involved during the generation process are known as the
attractiveness (β), the cartesian distance

(
ri j

)
, and the particle movement (xi ) and it

is shown as in Eqs. 3, 4, and 5, respectively.

β(r) = β0e
−γ rm ,m ≥ 1 (3)

ri j = ‖xi − x j‖ =
√

∑d

k=1

(
xi,k − x j,k

)2
(4)

xi = xi + β0e
−γ ri j 2

(
x j − xi

) + αεi (5)

where γ is known as the fixed light absorption coefficient, the kth component is the
spatial coordinate xi of i th firefly, d is the dimension number, α is the randomization
parameter and εi is a vector of random numbers defined by the uniform distribution.
The summary of the algorithm process can be depicted in the form of pseudo-code
as shown in Fig. 4.

The block diagram of the system is shown in Fig. 5. The MSE of the system is
based on the body acceleration error and it would be defined as an objective function
for the FA algorithm process.

4 Result and Discussion

The evaluation process in determining the system performance can be discussed in
terms of body acceleration and body displacement by comparing the proposed FL
gain scaling by FA with the FL without gain scaling and the passive system. The
selection of FL without gain to be as a competitor as it is a normal controller type
that is widely used recently. A 4 Hz frequency and 0.005 m amplitude of sinusoidal
wave road profile are applied to be the disturbance input to the system. Table 3
shows the optimized result of the gain scaling values for the FL controller and it is
worth to be mentioned that the mean square error (MSE) value is decreasing and
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Fig. 4 The pseudo-code of FA

FA

Fig. 5 Full configuration of the block diagram

Table 3 The optimized result
and MSE

Controller No. of iteration Optimized value MSE

FL gain scaling
tuned by FA

50 GSV: 3.666 9.233

GRV: 3.243

GC: 0.3577

converged at a particular value as the number of generations increases. The overall
result performance of the optimization process is also shown in Fig. 6.

Figures 7 and 8 show the body acceleration and displacement analysis responses,
respectively. The body acceleration analysis becomes an indicator to investigate
the vehicle ride comfort performance. Referring to these figures, the improvement of
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Fig. 6 Convergence curve and the gain scaling values for AF algorithm

Fig. 7 Analysis result for
body acceleration

Fig. 8 Analysis result for
body displacement
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Table 4 MSE and
percentange improvement of
all parameters of interest

Index Passive FL without gain FL with gain
tuned by FA

Body
acceleration
(m/s2)

17.6 12.67 (28.0%) 9.23 (47.5%)

Body
displacement
(m) (10–5)

4.43 2.71 (38.9%) 2.12 (52.1%)

vehicle ride comfort can be seenwhen the FL controller with gain scalingmanaged to
increase the system performance by up to 47.5 and 52.1% for both body acceleration
and body displacement, respectively. The full results can be obtained in Table 4.

5 Conclusion

The suspension system model with the controller configuration has been well devel-
oped using MATLAB Simulink. Referring to results, the FL with gain scaling tuned
by FAmanaged to improve the vehicle ride performance (body acceleration analysis)
by up to 47.5% compared to the FL controller without gain scaling and the passive
system. It has also proven the vehicle amplitude (body displacement analysis) shows
the same trend as the body acceleration analysis when the performance of the FL
with FA is better than the FL controller without gain and the passive system by up
to 52.1%.
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Evaluation of a DC Motor Temperature
Response Characterization Method
Under Different Sampling Interval

I. A. Kamaruddin, M. A. H. Rasid, N. F. Abdullah, and A. Abdul Wahab

Abstract A fast and simple diagnostic tool is necessary to reduce the cost of preven-
tive maintenance in industrial settings. Being the main actuator in industry, motors
and generators need regularmonitoring on their state of health. Temperature response
characterization of the motor can be a promising solution if reference temperature
characterization is documented in the early phase of assembly and commissioning.
Temperature response characteristics of amotor that can be considered as a first order
response are characterized by its steady-state temperature Tss and time constant τ .
These characteristics can be collected and compared to the reference at regular time
intervals to diagnose any eventual fault in the motor. This study analyzes an algo-
rithm that characterizes the temperature response collected from a Brush DC motor.
The time interval δt, and the temperature resolution δTemp are the two determining
parameters in the algorithm. The results found that the larger δt and the smaller
δTemp give a more precise steady-state temperature deduction. With the choice of
(δt, δTemp) = (300 s, 0.05 zC), the steady-state temperature was deduced by the
algorithm with an error of 0.235%. However, the opposite, smaller δt and the larger
δTemp can give a percentage of that steady-state temperature that could potentially
be used to reduce the time of diagnosis. For the MY1016 DC motor, the choice of
(δt, δTemp) = (50 s, 1.5 C) allows a diagnosis reduction time of 5895 s, attaining
64% of the steady-state temperature.

Keywords Temperature response · Electrical machine · Steady state · DC motor ·
Fault diagnosis

1 Introduction

In industrial settings, it is necessary to identify any fault in machines and equip-
ment. It is much better if it is part of a preventive regular process to avoid lengthy
and costly downtime. Electrical motors and generators are known to be the main
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Fig. 1 Assumptions on the share of motor systems in total electricity consumption by sub-sector
(values in percent)

actuators that moves the majority of equipment in industries, ranging from manu-
facturing, energy generation and auxiliary functions like ventilation, heating and
cooling. Figure 1 shows the industry and applications in which electric motors are
employed [1]. This huge market open a possibility for different tools of diagnosis to
be applied, depending on the requirements of the maintenance of each application.

In this study, concentrating on thermal diagnosis, an algorithm to characterize
the temperature response measured on a motor is analyzed. The introduction will
clarify the advantage of a thermal analysis compared to other method and define the
temperature response characteristic. The methodology of the analysis and the results
are presented in separate section.

1.1 Electric Motor Fault Diagnosis

The environment and the loading of each application may induces more damages to
certain components than others. These situations include overload, lacking lubrica-
tion, repeated motor starts/stops, and insufficient cooling. Under these conditions,
electric motors are exposed to undesirable stresses, which put the motors under risk
of faults or failures [2, 3]. Due to the commonness of electric motors and their
major positions in applications, many efforts have been made to improve a motors
consistency. According to IEEE Recommended Practice for the Design of Reliable
Industrial and Commercial Power Systems on 1997 provides in Table 1 , i.e., bearing
(41%), stator (37%), rotor (10%) and other (12%) [4].

Methods employed to diagnose fault in electrical machines are numerous,
including regular visual inspection, vibration analysis, current analysis (namely
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Table 1 Statistical study by IEEE recommended practice for the design of reliable industrial and
commercial power systems

Number of faults

Type of fault Induction
motors

Synchronous
motors

Wound rotor
motors

DC motors All motor
types (total)

Bearing 152 2 10 2 166

60.42 60.54 16 6 – 97

Rotor 8 1 4 – 13

Shaft 19 – – – 19

Brushes or slip
rings

– 6 8 2 16

External devices 40 7 1 – 18

Others 10 9 – 2 21

MCASAmethod) and in rare cases, thermal analysis. Some of the prominent method
analyzed can be seen in Table 2.

Among the methods cited, MCASA and vibration analysis are the most employed
in industries that allows higher spending for preventive maintenance due to the high
cost. These methods usually needs specialist to employ the tools necessary and make
the analysis necessary in order to come out with a conclusive report. The regular
visual inspection is the common practice. It might seem less expensive, however
with a downtime to allow machines dismantling and reassembling, the shutdowns
cost might be higher even if they are planned and predetermined.

Thermal analysis has a certain important advantage. In previous study, most
employed method is thermography and this analysis is only available for surface
temperature. Thermocouple instrumented inside the components are more inter-
esting. The implementation of the thermal diagnosis tools are far cheaper and the
characterization of temperature is far simpler and can be performed with minimum
training. Thermocouple are not expensive and can be instrumented on critical compo-
nents during assembly and installation of the equipment. The data acquisition can be
automated and the temperature can be observed in real time either on site or through
IoT system. These lead to much cheaper monitoring and diagnosis tool system.
Thermal analysis is however rarely employed due to several inconveniences. The
first one is that the hot spots are only obvious to observations when the damage is in
an advance state. Secondly is due to the lack of reference temperature characteriza-
tion of the machines used. Both reasons can be traced back to one root cause, which
is the lengthy delay to perform the thermal characterization of an electrical machine.

To remedy the problem, it is necessary to optimize the duration of temperature
characterization. In this study, we will analyze the influence of temperature sampling
resolution in temperature response characterization. To do that, in this introduction
section, we will briefly present the definition of temperature response and its main
characterization parameters. In the methodology, we will present an algorithm that
we created to evaluate the characteristics of a temperature response data extracted
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Table 2 Examples of different fault diagnosis techniques employed

Study Diagnosis method Fault diagnosed Specificity

Xiao [5] MCASA Stator winding fault,
rotor broken bar and
bearing fault

Stator current analysis
using Stacked Denoising
Auto-encoders (SDAE)
for feature extraction in
Induction Machine

Ben Salem [6] MCASA Static, dynamic and
mixed air gap
eccentricity

Motor current signature
analysis to diagnosis
eccentricities fault in
induction motor with
analyze frequency using
FFT algorithm

Huang [7] Vibration Air gap eccentricity,
bearing failure, and
broken rotor bar

Extension neural network
(ENN) is used to analyze
the frequency spectrum
of vibration signal to
detect the fault on
induction motor

Delgado-Arredondo
et al. [8]

Vibration Two broken rotor bars,
mechanical unbalance
bearing defects

Acoustic and vibration
signal analysis and to
detect common fault of
induction motor using
Complete Ensemble
Empirical Mode
Decomposition

Redón et al. [9] Thermal Ventilation problem and
bearing defect

Infrared thermography
coupled with signal
processing algorithms is
used in FDD of induction
motor to detect fault by
pattern of temperature
profile on motor part

Garcia-Ramirez et al.
[10]

Thermal Rotor broken bar,
bearing fault and
misalignment

Thermographic analysis
technique has used in
fault diagnosis with
focus only on the
detection of common
faults occur the effect of
the induction motor parts
and the elements of their
kinematic chain

for an experimental test bench, and the method that was used to try to minimize the
time taken to make the characterization. Finally, we will analyze the influence of
different temperature data sampling resolution on the characterization precision and
the time taken.
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1.2 Temperature Response Characteristics

What we define by temperature response here is the temperature recorded on a point
when the object of study is subjected to a step of heat flux. In control engineering, it
is equivalent to the step response [11]. The input being a step of heat flux at a given
amplitude, the output is the temperature hence, it is called temperature response.
The subject or the system transforming the heat flux into temperature is the thermo-
physical characteristic of the motor (Fig. 2).

In most cases [12–16] the temperature response is an under-damped response,
which may lead us to make an assumption that the thermal behavior of a motor
is a first order system. Following that assumptions, the temperature response can
therefore be characterized following a first order system performance criteria. The
performance criteria are the steady-state temperature and the time constant [17].

Steady-state temperature Tss can be attained when the studied object is subject to
a steady-state heat transfer (conduction, convection or/and radiation). This happens
when the temperature difference driving the conduction are constant, so that (after
an equilibration time), the spatial distribution of temperatures (temperature field) in
the conducting object does not change any further. Thus, all partial derivatives of
temperature concerning space may either be zero or have nonzero values, but all
derivatives of temperature at any point concerning time are uniformly zero. The time
constant τ in other hand is the product of thermal resistance and thermal conductance,
and this product is equal to around 63% of the steady-state temperature.

By gathering and inventorying these data on different components of themachine,
we can build a classification of thermal characteristics. Later, by comparing these
two criteria of a diagnosed motor with references values, we can hopefully expect to
observe variations when there are anomalies in the motor such as faulty components.

Fig. 2 System, input and output in thermal behavior of an electrical machine
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2 Methodology

From the introduction, we know that the time taken to do thermal characterization
depends on the time it takes to reach steady-state temperature. Depending on the size
of the motor, the thermal conductivity and the specific heat of the components, it may
take from 2 h and higher. To minimize the time taken to conduct the temperature
diagnosis, two sampling parameters of the temperature response can bemanipulated:
the time interval, δt and the temperature resolution, δTemp. The size of the sampling
is here known as the sampling resolution.

In this section, we will present the algorithm that we used to deduce the steady-
state temperature, Tss and time constant, τ , the definition of sampling resolution, and
the experimental set up that was used to get a temperature response.

2.1 Temperature Response Characterization Algorithm

In order to deduce the Tss, an algorithm was developed. The program consists of
three main steps. The main function of the algorithm is to search for the steady-
state temperature from the temperature response data provided to it. To do it, the
algorithmsweep through the data and calculate the temperature difference in a defined
interval of time. We define the two resolution parameters as the time sampling, δt
and the temperature sampling, δTemp. δt represents the time discretization in which
the slope of the temperature response curve is computed, and δTemp represents
the temperature discretization which serves as condition to stop the steady-state
temperature searching algorithm. Its’ definition can be illustrated in Fig. 3. The
algorithm will stop when the temperature difference reach a value δTemp set by the
user.

In an ideal case, the temperature difference when we are at steady state should
be null, therefore the slope should equal to zero. However, in practical, fluctuations
will always exist, leading to a non-terminating algorithm. Furthermore, the more
important issue is, the smaller the temperature resolution δTempwe define, the longer
it takes for the algorithm to reach the defined steady state. As for the time interval
δt, a higher precision can be obtained if we have a large time interval. On the other
hand, a smaller time interval will be sensitive to fluctuations of the measurement.

In summary, the algorithm involves three main steps. The first step is to load the
temperature response data and pre-process the data. This involving in converting the
format of the data that come from the DAQ in csv or txt file to a double precision
floating points to be treated in Matlab, removing erroneous data and smoothing
the fluctuation. Then, starting at the initial temperature, the algorithm will start to
compute δTemp in each δt interval, continuously in loop. Finally, the loop will only
stop when δTemp reaches the conditional value set by the user. Only then, it will
display the steady-state temperature and compute the time constant. The flowchart



Evaluation of a DC Motor Temperature Response Characterization Method … 351

Fig. 3 Definition of time interval δt and temperature resolution δTemp of a temperature response

representing the process in the algorithm can be found in Fig. 4 and the detail script
at the website found in the Appendix.

In this study, we are evaluating the influence of the definition of both the δTemp
and δt on the precision of the deduced steady-state temperature. The steady-state
temperature and time constant will be computed using a range of values as shown in
Table 3.

The range for temperature resolution is limited by the precision of the measure-
ment, while the time interval can be changed arbitrarily.
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Fig. 4 The flowchart representing the algorithm. The program can be found at the website with
link in the Appendix

Table 3 The range of values
tested for analysis of the
algorithm

Parameters values

δt, (s) 50, 100, 150, 200, 250, 300, 400, 500

δTemp, (zC) 0.05, 0.1, 0.5, 1.0, 1.5

2.2 The Experimental Test Bench

The experimental test bench the temperature response was gathered from a DC
Brush Motor test bench. The motor on which the temperature was recorded is a 24 V
DC Motor with the specification as shown in the Table 4. The motor was instru-
mented with type-K thermocouple on several components: casing, bearing, brush,
and permanent magnet (Fig. 5). These are the components on which temperature
response characterization can be made. However, for the purpose of this study which
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Table 4 Specification of the
DC motor used

Model MY1016

Operating voltage 24 VDC

Rated current 13.5 A

Rated speed 2650 Rpm

Operating power/output 250 W

Rated torque 100 N-cm

No load current <2.2 A

Weight 2.0 kg

Dimension (20 * 15 * 10) cm

Fig. 5 The MY1016 DC motor components that are instrumented with type-K thermocouple

is evaluating the sampling resolution, we are going to concentrate only on the most
important temperature point in the motor. The most important hot spot in a motor
is the armature winding. Therefore, the closest non-moving component that can be
monitored here is the brush.

Themotor is then installed in its setup, connected to a load simulated by amechan-
ical brake (Fig. 6). The thermocouples are connected to a DAQ that is sampling at
1 sample per second and send, store and display the data on a host PC. The motor
is controlled by a power supply. To monitor the constant torque and speed during
operation, an encoder measures its speed and a clamp meter measures the DC bus
current and display it on an oscilloscope. A constant torque and speed is imaged by
the constant encoder measurement and constant current.
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Fig. 6 The complete experimental test bench to gather the temperature response

The data sampled to test the algorithm was taken for a speed at 1620 rpm and load
that corresponds to 3 A DC bus current. The motor run until there is no variation of
temperature for 10 s which we consider enough to be in steady state. The steady-state
temperature found here will be used as reference steady-state temperature to which
the algorithm-deduced steady-state temperature will be compared to.

3 Results and Analysis

This section is divided into two parts: The first one presenting the temperature
response general form of the tested DC motor in experimental setup. The second
part will deal with the analysis of the time and temperature sampling resolution (δt
and δTemp) towards searching the steady-state temperature.

3.1 Experimental Temperature Response

Figure 7 shows the temperature response of all the components in the motor instru-
mented with thermocouple. The complete steady state is reached at 7620 s, which is
more than 2 h. All the components express the behavior that can be suggested as a first
order response. The highest temperature is reached by the brush at 60.76 °C followed
by the other components in cluster (in descending temperature order: bearing, casing,
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Fig. 7 Temperature response of all the component of DC motor that were instrumented

and permanent magnet). With an ambient temperature recorded at around 20 °C, the
temperature rise in brush is at more than 40 °C with a heat flux input generated by
a load equivalent to 3 A in the motor DC bus. With this observation, we select the
component with the highest temperature response, which is the brush to be subjected
to the sampling resolution analysis. The steady-state temperature of the brush at
60.76 °C will serve as the reference temperature Tref to evaluate the precision of the
algorithm-deduced steady-state temperature.

3.2 Analysis of the Sampling Resolution Influence

The temperature response data set of the brush is then used as input for the steadystate
temperature search algorithm presented in Fig. 4 and Appendix A. For the combi-
nation of δt and δTemp presented in Table 1, the steady-state temperature and the
time taken to reach that steady-state temperature is computed. Figure 8 shows the
results: 2 surface mapping the steady-state temperature Tss and the time taken to
reach steady state, with regards to the two algorithm resolution parameters δt and
δTemp (Tables 5 and 6).

It can be observed that the steady-state temperature deduced by the algorithm is
lower as the temperature resolution increase. Meanwhile, the steady-state tempera-
ture deduced is higher as the time interval is increased.Naturally, the right surface also
shows that the time taken to reach that steady state also evolves in the same pattern.
The bigger the temperature resolution set in the algorithm, the faster it takes to
deduce the steady-state temperature, and also the lower the steady-state temperature
deduced.
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Fig. 8 Left: The steady-state temperature deduced by the algorithm; Right: The time to reach the
steady-state temperature deduced by the algorithm

Table 5 Steady-state temperature deduced by the algorithm

dTemp (zC) dt

50 100 150 200 250 300 400 500

0.05 59.78 60.28 60.31 60.42 60.54 60.62 NaN NaN

0.10 58.56 60.09 60.22 60.25 60.28 60.30 60.59 NaN

0.50 53.19 57.29 58.73 59.07 59.43 59.66 59.84 59.88

1.00 45.18 53.12 55.68 57.01 57.63 58.22 58.86 59.17

1.50 38.96 48.39 53.02 54.93 55.77 56.56 57.71 58.32

Table 6 Time at which the steady-state is reached

dTemp dt

(zC) 50 100 150 200 250 300 400 500

0.05 6580.00 6730.00 6735.00 6740.00 6830.00 6830.00 NaN NaN

0.10 6220.00 6665.00 6710.00 6725.00 6730.00 6820.00 6815.00 NaN

0.50 4840.00 5870.00 6270.00 6360.00 6475.00 6530.00 6590.00 6600.00

1.00 3225.00 4825.00 5445.00 5795.00 5965.00 6165.00 6305.00 6390.00

1.50 1725.00 3830.00 4805.00 5265.00 5470.00 5670.00 5990.00 6160.00

For the range tested, the shortest time taken to reach steady-state temperature is at
345 s, with the deduced steady-state temperature of 38.96 °C for (δt, δTemp)= (50 s,
1.5 °C). The longest time taken is at 1366 s,with the deduced steady-state temperature
of 60.62 °C for (δt, δTemp)= (300 s, 0.05 °C),which is also the closest to the reference
steady-state temperature Tref . Therefore, the larger the time interval and the smaller
the temperature resolution, the closer the deduced steady-state temperature to the
reference temperature. The increase of time interval and reduction of temperature
resolution have however limitations, where we observed that the steady state cannot
be found by the algorithm for (δt, δTemp) equals to (400 s, 0.05 °C), (500 s, 0.05 °C)
and (500 s, 0.1 °C). This occurs because the slope is computer for a very large time
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Fig. 9 Left: Error of the deduced steady-state temperature; Right: The deduced temperatures
actually a percentage of the actual steady-state temperature

interval, yet very small temperature variation. It shows that the temperature is still
increasing, but very slowly at around 0.05 °C for every 400 s (6.7 min)

In terms of temperature resolution, it is obvious that it is better to have the smallest
value possible for δTemp. Its variation only have important impact when the time
interval becomes smaller. In diagnosis application, we would want to have a shorter
diagnosis time, yet a sufficient precision of steady state characterization. As the
choice of time interval is shown to impact the deduced steady-state temperature, it
is necessary to evaluate the gain in time reduction due to the choice of a larger time
interval, compared to the error on the deduced steady-state temperature.

Compared to the Tref defined previously in Sect. 3.2, the error on steady-state
temperature deduction by algorithm is plotted on the left of Fig. 9. As expected, the
steady state deduced with (δt, δTemp) = (50 s, 1.5C) leads to the highest error of
35.88%.When normalized at 100%, the error represents in fact the percentage of time
response data that is not evaluated by the algorithm due to the condition of temper-
ature resolution to stop the steady state search is already achieved. Consequently,
we can also see the compliment of the error as the percentage out of the reference
steady state. The right of Fig. 9 shows the percentage of the reference steady-state
temperature attained by the algorithm for a given (δt, δTemp) pair. For the same
pair of (δt, δTemp) = (50 s, 1.5 °C), the algorithm manage to attain 64.12% of the
reference steady-state temperature. Therefore instead of focusing on the error, the
temperature reached can be referred as the 64.12% of the steady-state temperature.
The larger the time interval and the smaller the temperature resolution, the closer the
algorithm will get to the reference steady-state temperature. However, as shown in
Fig. 8 right previously, it will also take longer time

For a machine that was tested to get the reference steady-state temperature during
the installation and commissioning, comparing the partial percentage of steady-state
temperature %Tss for diagnosis may be sufficient. This will reduce the time for
diagnosis. To evaluate the time that can be saved if the temperature is recorded up
to a certain %Tss, we plotted the graph of %Tss against the diagnosis reduction time
for a given δt interval in Fig. 10, and for a given δTemp resolution in Fig. 11.
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Fig. 10 The percentage of steady state reached vs. diagnosis reduction time for a given algorithm
δt interval

Fig. 11 The percentage of steady state reached vs. diagnosis reduction time for a given algorithm
δTemp resolution

Figure 11 shows that for our particular MY1016 Brush DC motor, the minimum
diagnosis time reduction can be obtained is 5895 s, but will only attain 64%Tss

with the largest δTemp resolution at 1.5 °C. Referring to Fig. 10, this diagnosis time
reduction also needs δt interval to be at the smallest value of the tested range which
is 50 s. Both figures shows that the choice of δTemp resolution and δt interval is
critical to allow diagnosis time reduction from the point of view of algorithm that
evaluate the temperature response characteristics. The lower points of each curves
in both graph shows the maximum diagnosis time reduction that can be allowed for
the respected choice of δTemp resolution and δt interval.
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4 Conclusion

The algorithm to characterize the temperature response of a motor has been devel-
oped. Using data from the MY1016 brushed DC motor, it has been shown that the
larger δt and the smaller δTemp gives a more precise steady-state temperature deduc-
tion. With the choice of (δt, δTemp)= (300 s, 0.05 °C), the steady-state temperature
was deducedwith an error of 0.235%.However, the opposite, smaller δt and the larger
δTemp can give a percentage of that steady state that could potentially be used to
reduce time of diagnosis. The choice of (δt, δTemp)= (50 s, 1.5C) allows a diagnosis
reduction time of 5895 s, but only attain 64% of the steady-state temperature.

In perspective, in order to develop a reliable thermal diagnostic tool, two ques-
tion need to be answered in the near future. The first one is to verify and validate
that temperature response of a motor is indeed a first order time response, where
comparing the Tss and τ is sufficient. If not all, we need to test and create a database
of motors that are first order in terms of temperature response. The second study that
we need is to identify the types of fault that can be distinguished using the first order
temperature response characteristics, and classify them.

Acknowledgements The financial support by theMinistry ofHigher EducationMalaysia under the
Fundamental Research Grant Scheme (FRGS) FRGS/1/2018/TK03/UMP/02/27 as well as facilities
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A Appendix

Website to retrieve the script to deduce the steady-state temperature shown in Fig. 4
and its analysis: https://sites.google.com/ump.edu.my/mahrasid/application-sof
tware/algorithm-to-deduce-steady-state-temperature-from-atemperature-response-
dat.
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Abstract Flexible manipulator is widely used in robotics and mechanical systems.
Its application have led to the development of systems which are lighter, less bulky,
and provides greater system flexibility. However, the flexible manipulator has one
drawback. It develops unwanted vibration during operation which reduced the effi-
ciency of the flexible manipulator systems for accurate positioning requirements.
Therefore, an intelligent optimizer, the Particle Swarm Optimization with Explorer
(PSOE)was developed tomodel this highly non-linear and complex system. Initially,
an experimental setup for the flexiblemanipulatorwas developed. Experimental input
output data were acquired including hub angle and endpoint acceleration to fed into
system identificationmethod. Next, optimization was done using the proposed PSOE
as compared to a standard Particle Swarm Optimization (PSO) algorithm via linear
auto regressive with exogenous (ARX) model structure. Validations of the algo-
rithms were attained on the basis of minimizing the value of mean-squared error
(MSE) and correlation tests. The superiority of the added ‘explorer’ to the algo-
rithm was confirmed as PSOE obtained the lowest MSE value of 2.8232 × 10–5

and 3.7364× 10–7 for end-point acceleration and hub angle modelling, respectively.
Both modelling also achieved good correlation values within the 95% confidence
interval. Results obtained can be adapted for further analysis in implementing an
active vibration control for flexible manipulator systems.
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1 Introduction

The manipulator is a critical component of any robotic system. It enables the robotic
system to perform its function, influence its environment, or accomplish its objec-
tive. Without a manipulator installed, development of robotic arms is not feasible.
While rigid manipulators are capable of performing manipulative tasks, they are not
the optimal solution in some applications since we now have another alternative to
consider: flexible manipulators. When designing a robot arm for space exploration,
for example, a flexible manipulator is the ideal choice since it is less bulky and lighter
than a rigid manipulator [1].

However, there is one issue that must be resolved, and that is vibration acting upon
the system.Due to the fact that themanipulator is flexible, it is susceptible to vibration.
The inertia acting upon slander components such as the flexiblemanipulator becomes
a problem as it results in vibration especially at the manipulator’s endpoint, thus
reducing the system’s efficacy while executing the task [2]. If we want to utilize
flexible manipulators in mechanical systems and harness its advantages, vibration
suppression of the system is required. In order to effectively supress vibration at
precise positioning of the flexible manipulator, an accurate modelling to capture and
understand the dynamics of the system needs to be developed [3].

Therefore, a system identification (SI) method was utilized to model this complex
system. Using this method, a mathematical model is constructed which equivalent to
the identified system [4]. With employment of intelligent optimization algorithm,
system identification method has been extensively used and proven superior in
solving identification problems. Presently, optimization alternatives using various
evolutionary algorithms (EA) have become a trend due to its capability of solving
global optimizations. Among them, gaining notable attention frommany researchers
is the Particle Swarm Optimization (PSO) that has shown to be promisingly suitable
for both scientific and engineering applications [5–7].

The main advantages of PSO are it promotes easy implementation as well as its
and fast convergence because it requires only a few parameters to adjust. Hence, PSO
offers global optimization which can be effectively applied for system identification
problems where the conventional search methods fail. Numerous research papers
have highlighted the applications of PSO to solve system identification problems for
linear and non-linear systems. Omar et al. [8] proposed identification of parameters
in Permanent-Magnet SynchronousMachines (PMSMs) using PSO. The advantages
of PSO algorithmwas demonstratedwith its ease of implementation, quick and stable
convergence characteristics. Additionally, Sangdani and Tavakolpour [5] studied a
PSO identification of a target tracker robot with flexible joints. Results revealed
that the elastic joints were successfully modelled by the PSO-based identification in
comparison with experimental data.

However, it is reported that PSO might undergo a stage of stagnation as there
is loss of iteration and the swarm loses its diversity. Zhang and Xia [9] studied
an improved algorithm of PSO to identify the parameters of nonlinear dynamic
hysteretic models. They introduced a new way to translate inertia factor for global
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exploration and prevent problems from being stuck at a local minima. The effective-
ness of the proposed PSO compared to original PSO for corresponding system were
highlighted.

Anewapproach of Particle SwarmOptimizationwithExplorer (PSOE)was devel-
oped and utilized for identification of a single-link flexible manipulator. Previously,
MohdYatim [10] has proven that PSOE successfullymodelled a flexible manipulator
system. However, the input output data for identification was fed from a simulated
environment using a finite difference model. Later, an experimental rig consisting
of the flexible manipulator structure was developed. In addition to the more real-
istic experimental input output data with integration of sensors and actuators, it also
contributed to a more complex data as disturbance from the actual environment was
captured. Thus, in this study, PSOE based identification was carried out using the
input–output data acquired experimentally in a real time environment. The validity
of the obtained model was investigated using input/output mapping and correla-
tion tests. This study also provides a good comparison of the proposed algorithm in
identifying more complex systems acquired from an experimental environment.

2 Experimental Setup of Single-link Flexible Manipulator

An experimental rig of single-link flexible manipulator which is constrained to hori-
zontal movement was developed. An integration between mechanical system, elec-
tric and electronics includes sensors and actuators and also a computer was set up.
Experimental procedures of the flexible manipulator rig were developed in order to
collect the input–output data of the system comprising of hub angle and end-point
acceleration behaviors.

The flexible structure was made from a thin aluminium alloy with dimensions of
600 × 40 × 1.5 mm was presented. One end of the flexible structure was rigidly
attached to the motor that drive the flexible structure while the other end was free for
movement. Figure 1 shows the system integration of the experimental setup of the
flexible manipulator [11].

3 Particle Swarm Optimization (PSO)

PSOwas originally formulated by Kennedy and Eberhart in 1995which was inspired
from the movement behaviour of schooling fishes and flocking birds [12]. Presently,
PSO algorithm has been widely accepted and progressively developed for easy
implementation and simple in terms of concept.

PSO is started with a swarm of random particles that ‘fly’ in the search space
of an optimized solution. Unlike other nature-inspired algorithms, the evolution in
PSO is driven by cooperation and competition among particles through iterations of
the best position a particle has visited so far, pbest (Pid) and a global best or gbest
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Fig. 1 Experimental setup for flexible manipulator structure [11]

(Pgd), obtained so far by any particle within the population. Information is shared
among particles, and subsequently the particles are accelerated towards those two
best values. Particles position and velocity are updated at each iteration using the
following set of equations [13]:

vid(t) = wvid(t − 1) + C1rand(Pid − xid(t − 1))C2rand
(
Pgd − xid(t − 1)

)
(1)

xid(t) = xid(t − 1) + vid(t) (2)

vid (t) and xid (t) represent the current velocity and position vector of the i-th
particle in the d-dimensional search space respectively. C1 is cognitive component
which promotes the tendency of particles to return to their own previously found best
positions andC2 is called the social component which is identified as the cooperative
effect of a particle flying towards the global solution, usuallyC1 =C2 = 2 [12]. rand
is the random number between 0 and 1. w is the velocity vectors or inertia that
prevents the particle from drastically changing direction which serves as a memory
of the previous fly direction. An equivalence coverage of particles between global
exploitation and local search from the values of inertia is important to prevent loss
of potential solutions. Prior to that, linearly decreasing the inertia over time is a good
option where balance between global and local search can be achieved, expressed as

w(t) = wstart − (wstart − wend)

Tmax
(3)

wstart and wend defined as the start and end of inertia weight by linearly decreasing
from 0.9 to 0.25. Tmax is the maximum number of time step the swarm is allowed to
search.
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4 Particle Swarm Optimization with Explorer (PSOE)

PSO are capable of discovering reasonable and quality solutions in short time as
compared to others classical evolutionary algorithms. However, despite its promising
characteristics, it has known to lose its global exploring capabilities as iteration goes
on and only flying within a small area. In this study, new elements are introduced
to the standard PSO in order to overcome the weaknesses to improve the overall
performance of the algorithm.

Taking inspiration from the Artificial Bees Colony (ABC), a modified algorithm
was proposed in this study named PSOwith explorer (PSOE). An ‘explorer’ is added
in order to convey a similar behavior as the scout bees in ABC.

PSO can easily to be trapped into the local minima as iteration goes on. It may
stop global exploration and only fly within a small area.When this happen, the whole
swarm is directed into an equilibrium state which stagnates the evolution.

Hence, introduction of the explorer characteristic may satisfy the requirement to
prevent the swarm achieving an equilibrium state. The explorer works by drawing
the velocity component from a uniform distribution. This action results improves
the diversity of the swarm and increase ability to explore new potential positions.
Sustainable development using explorer seems promising due to its ability to share
information in PSO algorithm. However, in order to avoid loss of good particles, the
explorers will only take place after a certain limit of iteration is achieved. Particles
will be given their pbest value so far and a new velocity to explore a new potential
search space as in Eq. (1). Figure 2 depicts the pseudo code of PSOE.

From Fig. 2, errors between the fitness of i-th particle with the fitness of gbest
is defined as ΔFitness. ξ is the constant according to the precision requirement
which equals to 0.0001, array of count(i) is to memorize the counts that satisfy the
conditions of |ΔFitness(i)| < ξ for the i-th particle. limit is the limit of iteration that
i-th particle has uniform fitness error which is set at 4. If the particle has a progressive
fitness, thus it has less chances to become an explorer and will maintain its potential
position. Figure 3 shows the flowchart of PSOE with the procedure of explorer as
highlighted.

Fig. 2 Additional pseudocode of PSOE
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Fig. 3 Flowchart of PSOE

In this study, the performance of PSOE was observed in comparison with stan-
dard PSO modelling the flexible manipulator system. Experimental input output
data includes hub angle and end-point acceleration behaviors. Modelling will be
conducted using system identification via ARX model [4].

5 Results and Discussions

System identification of a flexible manipulator system via ARX structure was opti-
mized using PSOE and PSO to obtain its approximate model. A total of 14,000
endpoint acceleration data with 2000 data chosen for training while the remainder
was used for testing. Additionally, 8540 hub angle data was observed with 1600
data utilized for training and the rest was used for testing. Performance of PSOE
-based identification was assessed in input/output mapping, lowest MSE value and
correlation test in comparison to its standard counterpart.

5.1 Modeling Using Particle Swarm Optimization
with Explorer (PSOE)

Experimental input output data of hub angle and end-point acceleration were fed
into the PSOE-based identification. Then, it was tuned heuristically by changing the
number of particles, number of iterations and model orders. The best results with the
smallest MSE were captured.

PSOE-based identification achieved an order of 2 for both modellings and their
best results are depicted in Table 1. Figure 4 shows hub angle modelling output
using PSOE in time domain. Figures 5 and 6 illustrated pole zero stability diagram
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Table 1 Comparative assessment

Modeling
domain

No. of
particles

No. of
iterations

MSE Transfer function

Hub angle PSOE 60 200 3.7364 ×
10–7

H1(z) =
−2.209z−1+2.209z−2

1−1.26z−1+0.261z−2

PSO 100 300 5.2837 ×
10–7

H2(z) =
0.01545z−1−0.01545z−2

1−3.048z−1+2.048z−2

Endpoint
acceleration

PSOE 80 200 2.8232 ×
10–5

H3(z) =
0.03863z−1+0.06286z−2

1−1.491z−1+0.6943z−2

PSO 80 300 2.8236 ×
10–5

H4(z) =
0.03563z−1+0.06609z−2

1−1.495z−1+0.6991z−2

Fig. 4 PSOE modelling and
actual output in time domain
for hub angle
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Fig. 6 Correlation tests of
PSOE modelling for hub
angle a auto correlation, b
cross correlation

(a) (b)

and correlation test, respectively. On the other hand, for end-point acceleration
modelling, Figs. 7 and 8 represents time and frequency domains output, respectively.
Figures 9 and 10 shown the pole zero mapping and its corresponding correlation test,
respectively.

It is noted that PSOE modelling output closely matches the actual output in time
domain for both hub angle and end-point acceleration as depicted in Figs. 4 and
7. The dynamics of the system was also successfully characterized by the PSOE
algorithm as illustrated in frequency domain in Fig. 8. Results show that a stable
model was achieved as all the poles lies within the circle unit as seen in Figs. 5

Fig. 7 PSOE modelling and
actual output in time domain
for end-point acceleration
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Fig. 8 PSOE modelling and
actual output in frequency
domain for end-point
acceleration
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Fig. 9 Pole zero diagram of
PSOE modelling for
end-point acceleration
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Fig. 10 Correlation tests of
PSOE modelling for
end-point acceleration a auto
correlation, b cross
correlation

(a)                                     (b)

and 9. Figures 6 and 10 represents unbiased correlation tests for both hub angle and
end-point acceleration with 95% confidence interval.

5.2 Modeling Using Particle Swarm Optimization (PSO)

As a comparison, PSO was employed to model the flexible manipulator system. The
optimum results acquired are depicted in Table 1 which achieved an order of 2 for
both hub angle and end-point acceleration modelling.

For hub angle, the PSO modelling output in time domain is illustrated in Fig. 11.
The pole zero mapping is shown in Fig. 12 while the correlation test is depicted in
Fig. 13. Whereas, for end-point acceleration, the PSO modelling output in time and
frequency domains are represented by Figs. 14 and 15, respectively. Figure 16 shown
the pole zero stability and Fig. 17 illustrates the correlation test result.

5.3 Comparative Assessment

The performance achieved by both PSOE and PSO algorithms are represents in Table
1. It depicts the lowest MSE obtained at optimised particle position and iterations
and also a model transfer function for both hub angle and end-point acceleration.
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Fig. 11 PSO modelling and
actual output in time domain
for hub angle

Fig. 12 Pole zero diagram
of PSO modelling for hub
angle

Fig. 13 Correlation tests of
PSO modelling for hub
angle: a auto correlation, b
cross correlation
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From Table 1, it was observed that PSOE was able to achieve the lowest MSE as
compared to PSO. In addition, PSOE also achieved an optimum solution within a
smaller swarm of particles with less iterations which indicates a simpler resolution
coupled with faster convergence. This may due to the advantages of the explorer
feature itself as if affects the parameters convergence which can be observed in
Fig. 18.

The incorporation of the explorer feature within the algorithm make it possible
for convergence to be active and increase diversity. As can be seen from Fig. 18(c),
the new exploration of the explorer feature is not too random and fluctuates because
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Fig. 14 PSO modelling and
actual output in time domain
for end-point acceleration
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Fig. 16 Pole zero diagram
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correlation, b cross
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Fig. 18 Parameter convergence a in PSO b in PSOE c explorer convergence in PSOE

it is bound within its own previous pbest positions. Yet, particles are kept away from
being trapped whilst promoting new potential solutions within its flying trajectory.
FromFig. 18(a), itwas noted that themodel parameter of PSOalready converged at an
early stage. There is a high possibility of premature convergencewhich led stagnation
at an equilibrium state. Figures 18(b) and (c) show the parameter convergence and
explorer trajectory in PSOE. As particles start moving towards an optimum solution,
passive particles will become an explorers to avoid stagnationwhich adds diversity to
the swarm. As in Fig. 18(b), model parameters have an active path and only converge
after their 100th iterations.

Therefore, superiority of PSOE can be seen in both hub angle and end-point accel-
eration modelling where the lowest MSE value was achieved with a simpler model
that exhibits faster convergence, acceptable stability and unbiased correlation tests.
Results concludes that PSOE is proven to perform well for complex experimental
data of flexible manipulator system. This provides a good benchmark that can be
used for future analysis of control methodologies.

6 Conclusion

In this study, Particle Swarm Optimization with Explorer (PSOE) was employed
to model a single link flexible manipulator system in comparison with its standard
PSO. Input output data were acquired experimentally for hub angle and end-point
acceleration behaviors and fed to the system identification. PSOE and PSO models
that are estimated were verified to be used for further analysis. From the results,
it was established that the superiority of the added explorer feature in the PSOE in
estimating the system behavior led to lowerMSE value as well as experiencing faster
convergence and improved diversity for better optimization.
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SCADA System for Industrial
Manipulator PLC Trainer

Nur Hanisah Azman, Muchamad Oktaviandri,
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Abstract In most industrial application, the implementation of SCADA which
consists of an HMI, computer system monitoring, data acquisition and processing,
and advanced visualization is able to make ease for the industries. It is common to
utilize a computer to control an automated system from the microcontroller such
as PLC, Arduino and Raspberry Pi. These controllers must be able to receive and
analyze signals in any way possible. The main aim of this research is to establish a
communication between the Arduino microcontroller and the field device located at
the Industrial Trainer for the purpose of data monitoring. This trainer implemented
pneumatic based system with the presence of additional field device which is the
infrared sensor, ultrasonic sensor and load cell. Then, the Arduino reads the param-
eter for real-time value for distance, weight, force, pressure from the ultrasonic and
load cell sensors and sends the value to theMySQLdatabase through a LANnetwork.
The user interface also receives the input value from the sensors through the serial
port communication. The results obtained will validate either the system is reliable
or not through the comparison on the accuracy of the live data recorded either it is
tally with the data that is exported in excel file result and the data that is stored in
database result.
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1 Introduction

A new era, also known as Industrial Revolution generation was inaugurated at the
dawn of nineteenth century. This revolution gives a big impact to the global economy
especially in industrial world [1]. Historically, the world has undergone three major
growth period, Industry 1.0, Industry 2.0 and Industry 3.0 where disruptive tech-
nology has brought about huge productivity improvements especially in automation
world. The latest Industrial Revolution 4.0 that currently takes place around this time
is the kick start of the fully automated cyber-physical system. Simply put, Industry
4.0 aims at enhancing and developing innovative and outstanding systems towards
a better management and control of industrial system. Machines are improving
and keep getting smarter as they are able to access more data without the control
supervision from human physically.

Recently, there has been a rapid increment in the research and development of
control and automation technology for industrial application to meet the evolving
needs of industry in the control systems [2]. As control in most industrial automa-
tion applications used the framework to run specific device program, these involve
controllers like ProgrammableLogicControllers (PLCs),DistributedControl System
(DCS), Supervisory Control and Data Acquisition System (SCADA) and more [3].
With the rapid development of technology utilized in modern cycles of industrial
processes, the automatic control system framework has become the mandatory basis
of these developments [4]. Through this approach in controlling and computerize
any modern framework, PLC has been extensively utilized in industrial production,
automation industry and control system these days [5].

SCADA framework normally utilize using PLC using various methodologies. A
prototype of cutting machine test bench that implement pneumatic controls, with the
help of microcontroller Arduino, servo motor control and PLC/SCADA control is
built [6]. Arduino as the main programmer for servo motor controller which ensure
the smooth run of conveyer and control the accuracy of positioning of the piece to
push the material forward. [7] proposed a new technique of integrating sensors with
serial communication and a PLC using Arduino. The PLC is physically connected
to the Arduino through a LAN connection and an ethernet shield. It is feasible to
establish a multi-point remote monitoring system with this ethernet shield and an
ethernet hub or switch.

TCP communication between Arduino and PLC has been developed with the
presence of Ethernet shield to allow third-party devices to be connected to the PLC
and saves I/O PLC modules [8]. Then, the data from ultrasonic and line-following
sensors is pre-processed by the Arduino and combined into a single data packet that
is sent over the network to the PLC server. Its sensor compatibility aids in providing
the necessary feedback, and the Arduino controls the system by taking corrective
action. It boosts product rate and decreases product time when compared to other
traditional systems.

A PLC-based boiler automation system that compensates for the lack of a micro-
processor is developed [9] with the employed of a sensor to measure the temperature
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and control it by sending a signal to a PLC, which automatically starts and stops the
boiler system based on the set value. Previous research created amathematical model
for industrialwastewater purification that included a PLCand advanced control appli-
cation. The right level of purification is required for a satisfactory result and [10]
successfully demonstrated a method for coal mine subsurface drainage utilizing an
AT89S52 microprocessor.

For packaging line, a conveyor belt transports products to a packaging location is
controlled by a Siemens LOGO! 230 RCE PLC [11]. The relays are controlled by a
microcontroller (Arduino Uno) based on the output of Infra-red sensors that perceive
the products. The relay states are fed into the PLC as an input. Remote control and
monitoring are available through the interface. By replacing the commonly used
supervisory control and data acquisition (SCADA) system with standard sensors
and mobile application-based control, the proposed approach succeeds to reduce
total costs.

Therefore, industry of today only needed human labor and operators to supervise
and monitor the system operated in machines and devices from afar. Therefore, this
thesis reports the findings on the fundamental principles and terminology used in the
field of SCADA system. The research explores through the role of SCADA system in
automation implementation on Industrial Manipulator PLC Trainer interfaced with
Arduino based on various studies which best describes a SCADA based architecture
for encompasses the collectingof the information, carryingout anynecessary analysis
and controlling and displaying that live information on a number of operator screens
or displays.

2 Methodology

The most important step for the successful completion of this study is the tech-
nical planning of the project. Methodology explains the approach taken to setup the
SCADA system for the manipulator. In developing a system, it is crucial to study on
the best software options that should be emphasizes in producing the best system.
Therefore, the proposed methodology will cover and discuss the best technique to
be implemented in developing a system.

2.1 Proposed Methodology

Themethod proposed in completing this research is divided into three different stages
as per Fig. 1. Phase I starts with the hardware configuration of the PLC and the setup
of additional electrical components which includes ethernet shield and field devices.
Since the hardware for the manipulator is readily installed, but still each connection
needed to be checked out and reassured that there are no damaged wires which
can cause short circuit for safety purposes. Moreover, with the presence of Arduino
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Fig. 1 Methodology for the development of SCADA system

Ethernet Shield, it is crucial to keep a detailed eye on the configuration from the
PLC to the Arduino. The Arduino Ethernet Shield receive signals from the PLC and
enable the communication in the SCADA system.

Phase II consist of operational design. The design in this system will be divided
into four main programs. For PLC, ladder diagram is chosen to configure the work
flow of themanipulator. For Arduino Ethernet Shield, the program is done inArduino
open-source software. GUI Design will make use of the Microsoft Visual Studio
software for user interface. Next, database is setup in case of unexpected tragedies.

Phase III is to test the whole SCADA system and validate that the system is able
to run smoothly like how it is intended to. The hardware allocation of the input
and output must be accurate and tally with the programming sequel. After each
designation, a test is done to ensure that each one of them is able to operate. If there
is any mistakes or error encounter during the testing, an improvement is made to
ensure the smooth operation of the system. In sequel to prove that the system is
validated, a user should try to implement the system and their opinion should be
taken in. At the end of the research, the database should be able to carry out to ensure
that the system is able to preview the real-time monitoring analysis.



SCADA System for Industrial Manipulator PLC Trainer 379

Fig. 2 Testing and
validation of the system

2.2 Testing and Validation of the Whole System

In general, system testing is a level of testing that validates the complete and full
integrated system. The purpose of this test is to evaluate the end-to-end system spec-
ifications. System testing will cover each part of the operational design competency.
To verify that the system is applicable for the users, several test should be done as
per Fig. 2.

The testing list starts with the inspection of the communication established on
how they interact with one another and with the system itself as a whole. Then to
validate that the system is user-friendly, every data received into the system window
should be able to be previewed as real-time data. Lastly, the real-time data recorded
in the system should be tally with the one stored in the database.

3 Result and Discussion

3.1 Hardware Configuration

The hardware specification for the Arduino is as per Table 1. As a safety precaution,
it is important to identify the specification of the controller used to ensure they are
suitable to be used for the purpose of developing a system.

The hardware configuration for this SCARA 3-axis Robotic Arm Industrial
Manipulator is already assembled and installed in place. A small change is made
with the presence of electrical components include Arduino Uno, Ethernet Shield
and field devices, infrared sensor, ultrasonic sensor and load cell sensor. Figure 3
shows the circuit diagram for the additional sensor connection to the microcontroller.
This amendment is made to establish a communication in measuring the parameters
for data monitoring.
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Table 1 Hardware
specification of Arduino

No Specification Arduino

1 Model Ethernet shield

2 MCU type ATmega328P

3 Operating voltage 5 V

4 Flash memory 32 KB

5 MCU clock speed 16 MHz

6 Input and output 28 pins

7 Communication Serial USART, TCP/IP

Fig. 3 Hardware connection to microcontroller

3.2 Operational Design

Arduino Uno and Arduino Ethernet Shield V2.0 play an important role in ensuring a
secured communication. Arduino ethernet shield is mounted on top of Arduino Uno
board. The cable is connected to the Ethernet Port of the Ethernet shield. Another
importance of the presence of Arduino Ethernet Shield is to establish a connection
from the system into the database. Arduino is connected to the field device and the
parameter is measured from the IndustrialManipulator. TheArduinomicrocontroller
plays an important role to send the data input into the GUI. The programming code
for Arduino may seems easy but the higher the number of field devices connected,
the higher the possibilities and obstacles in combining the code. Figure 4 shows the
Arduino code for the established connection which needed to be tested for each field
devices before combining them.

Once a successful communication is established from the Arduino into the GUI,
the GUI is configured as per design demanded shown in Fig. 5. GUI Flowchart
resembles theSOP inmachinery.A systemflowchart shouldbe as detailed as possible.
The GUI consists of the parameters to be observed and measured. Starting from the
Login Page, the user will have to input the mandatory username and password. If
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Fig. 4 Pseudo-code for
Arduino established
connection

Fig. 5 Flowchart for the main GUI

the user forgot their password, the user will be able to change their password. The
verification code to change password will be send to the user email. Once user has
successfully log into the system, the user is able to choose to view either the Home
Page, System Management Page, Historian Page and User Management Page. The
operation of each page is explained below.

In brief, the Home Page contains the operation manual for the system and the
Distance Measurement Data Logging from Arduino as per Fig. 6. The distance
measurement will display the movement of the pick and place mechanism continu-
ously. The main reason the data log for distance measurement is located in the home
page is because the movement of the mechanism may sometimes change a bit after
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Fig. 6 Distance
measurement data logging

one complete cycle of pick and place. Therefore, if the distance measured increase
uncontrollably or rapidly, the user will notice it right away and take action before it
affects the whole monitoring system.

The System Management page display the real-time data monitoring system. A
trend which shows a graphical form of data trending is able to be previewed once
the data is exported from the database whenever they are requested as a method of
data analysis. This page start viewing the live data once successful communication
is established from the serial port of the microcontroller as per Fig. 7. The user may
preview the specific value for each point in the graph at the exact time. The parameter
measured for the real-time data includes theweight, the force and the pressure needed
for the pick and place mechanism. In any case of a breakdown in factory, the stop
button will avoid the system from keep on recording a redundant data. The file is
then transferred into Excel sheet as per Fig. 8 to be previewed and analyzed. The
data recorded in the graph is stored automatically in the database as per Fig. 9.

In termsof observing the performanceof the pick andplacemechanism, the pattern
and trends of the real-timegraph should beviewedby theuser.Abadperformancewill
show the presence of outliers in the graphwhich indicates the initiation of redundancy
of data. Once this problem arises, analysis and troubleshooting in finding the root

Fig. 7 Real-time data
logging
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Fig. 8 Data transfer from
the system into excel file

Fig. 9 Database for real-time data in MySQL

cause takes place before the problem worsen. The problem occur because of the
connection issue with the controller which can affects the performance of the pick
and place mechanism.

3.3 Testing and Validation of the Whole System

Validation of the system is the assessment of the systemdesigned to ensure the system
is able to meet the predefined requirements. The main purpose of the system is to be
able to display the accurate value of the data. From the real-time data recorded from
field device sensor integrated with microcontroller Arduino, display them in GUI,
saved into database and exported into Excel sheet.

The load cell reads the weight of the object through serial communication port of
Arduino. To observe the reliability of the system, the recorded data should be tally
with the value displayed in GUI and database. The intriguing part normally can be
seen from the accuracy of the data recorded. Since the data is tally as per Fig. 10,
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Fig. 10 Validation of the system

the system is validated as a reliable system due to the ability to produce the accurate
value of data.

4 Conclusion

This paper reports the attempt to establish communication between the Arduino
microcontroller and the field device, the infrared, ultrasonic and load cell sensors
located at the Industrial Trainer. The program and the system are able to receive data
from the input sensor through serial communication. Next, the flow of data transfer
in sending and receiving those works efficiently since the established connection has
been analyzed for any problem occurrence that can restrict the connection issue.

To fulfill the main purpose to enable the user to monitor the performance of
the mechanism through system approach, the presence of the Historian form and
User Management form was designed to give a chance for the user to observe the
performance of the pick and place manipulator. If there is an outlier in the system,
user may take a quick action by informing to the person in charge to analyze and
figure out the problem. The recorded data which are saved to Excel sheet can be
referred to easily without any problem.

Lastly, the system established succeed to analyze the data in the database to
ensure it is tally and accurate with the real testing value. The real-time data from
microcontrollerwas successfully stored in the database and any changeswere updated
and the database is able to display the live data and past data trending for analysis at
the exact time and date.
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A Self-adaptive Hybridized Algorithm
with Intelligent Selection Scheme
for Global Optimization

Zhi Chuan Choi, Koon Meng Ang, Cher En Chow, Wei Hong Lim,
Sew Sun Tiang, Chun Kit Ang, and Balaji Chandrasekar

Abstract Hybrid optimization algorithms were proposed and widely implemented
to solve various types of complex global optimization in the past decades. However,
the random guess mechanism of the conventional initialization scheme adopted in
existing hybridized approaches, tends to stochastically generate the initial popula-
tion with questionable quality. In this article, a new hybrid optimization optimizer
namely self-adaptive hybridizedDEwith PSO (SADE-PSO) is introduced to regulate
the balancing of explorative and exploitative searches to dealwith distinct global opti-
mization more efficacious. The self-adaptive scheme is firstly designed into SADE-
PSO, in order to propose better initial population. A hybridization framework is
employed in SADE-PSO to amalgamate the superiorities of DE and PSO at the same
time and facilitate the optimizationmanifestationwith better quality. Extensive simu-
lation results of the proposed SADE-PSO are performed among all five competitors
using CEC 2014 test functions. The novel SADE-PSO is observed to have the best
search performance due to its capability in tackling majority test functions with 22
best Fmean values.

Keywords Self-adaptive mechanism · Intelligent selection scheme ·
Hybridization · Particle Swarm Optimization (PSO) · Differential Evolution (DE)

1 Introduction

In the fourth Industry Revolution era, the complex mathematical modelling has
gained significant attentions in deploying various engineering systems. Most
frequently, metaheuristics search algorithms (MSAs) have yielded as a promising
optimizer to tackle different real-world engineering optimization problems [1–6] by

Z. C. Choi · K. M. Ang · C. E. Chow · W. H. Lim (B) · S. S. Tiang · C. K. Ang
Faculty of Engineering, Technology and Built Environment, UCSI University,
56000 Kuala Lumpur, Malaysia
e-mail: limwh@ucsiuniversity.edu.my

B. Chandrasekar
Department of Electrical and Electronics Engineering, SRM Institute of Science and Technology,
Chennai, Tamil Nadu 603203, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022

I. M. Khairuddin et al. (eds.), Enabling Industry 4.0 through Advances in Mechatronics, Lecture Notes in

Electrical Engineering 900, https://doi.org/10.1007/978-981-19-2095-0_33

387

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2095-0_33&domain=pdf
mailto:limwh@ucsiuniversity.edu.my
https://doi.org/10.1007/978-981-19-2095-0_33


388 Z. C. Choi et al.

employing the working mechanisms inspired by various natural phenomena. Swarm
intelligence (SI) algorithms and evolutionary algorithms (EAs) are the classes of
MSAs that considered as popular decision-making toolswith intelligent searchmech-
anisms to solve the complex optimization problems. Differential evolution (DE) [7]
andparticle swarmoptimization (PSO) [8] are themost prevalentEAandSI algorithm
among all existing MSAs, due to their rival strengths such as simplicity implementa-
tion, formidable global search capability, high convergence rate etc. Various of these
optimizers have been generated with further improvement of their search manifes-
tation by implementing various approaches such as modified learning strategy and
parameter adaptation as introduced in [9–13]. Nonetheless, some research conun-
drums are still remained as arduous challenges ofMSAs. For example, random initial-
ization is adopted as conventional method to generate the initial population of MSAs
with questionable quality due to the random guess mechanism [14]. Candidate solu-
tions with poor initial population are endangering the whole optimization manifesta-
tion of MSAs. The “No Free Lunch Theorem” [15] is also another prevalent issue of
MSAs describing the imperfect of MSAs in tackling complex optimization manifes-
tation. In this study, a novel hybridized algorithm known as self-adaptive hybridized
DE with PSO (SADE-PSO) is introduced to overcome the arduous drawbacks. The
technical contributions of SADE-PSO are highlighted:

• A self-adaptive mutation operator mechanism is incorporated as an intelligence
selection scheme into SADE-PSO to generate promising solutions.

• Anovel hybridization strategy is proposed to increase the convergence ratewithout
sacrificing the population diversity by balancing advantages of DE and PSO.

• Detailed analyses are executed to compete the hybrid SADE-PSO with various
metaheuristics by applying the CEC 2014 test problems.

The following parts of this article are highlighted. In Sect. 2, the related works of
SADE-PSO is summarized. The working mechanisms of SADE-PSO are introduced
in Sect. 3. Simulation settings and performance analyses are then presented in Sect. 4.
Eventually, the conclusion and further research study of this work are reported in
Sect. 5.

2 Literature Review

2.1 Conventional DE

The search mechanism of DE was enlightened by the natural evolution process in
[7]. Every individual in DE with N population size is stochastically produced. Each
n-th candidate of Xn = [

Xn,1, . . . , Xn,D
]
is premeditated as a latent solution of a

global optimization with decision variable size of D, where n ∈ [1, N ]. Mutation
is initiated to generate a donor vector Zn = [

Zn,1, . . . , Zn,D
]
for each target vector

Xn = [
Xn,1, . . . , Xn,D

]
during the evolution process. “DE/rand/1” is the often-used
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mutation strategies to compute Zn,, i.e.

Z = Xr1 + F(Xr2 − Xr3) (1)

where F is a mutation scale factor changes from [0,1]; Xr1, Xr2 and Xr3 are three
stochastically picked solutions and n �= r1 �= r2 �= r3.

An offspring vector of On = [
On,1, . . . , On,D

]
is produced by a crossover process

for each n-th candidate according to the relevant vectors of Xn = [
Xn,1, . . . , Xn,D

]
as

well as Zn = [
Zn,1, . . . , Zn,D

]
as described in Eq. 2, where d acts as the dimensional

index and Cr indicates the crossover probability in scope of [0, 1]. The f (Xn) and
f (Zn) values are further compared by applying a selection process.

On,d =
{
Zn,d , if randd ≤ Cr
Xn,d , otherwise

(2)

2.2 Conventional PSO

Inspired by collective behaviors of fish schooling and bird flocking when searching
for food source, PSO was invented in 1995 [8]. Each n-th particle consists of posi-
tion vector that represented as Xn = [

Xn,1, . . . , Xn,D
]
and a velocity vector of

Vn = [
Vn,1, . . . , Vn,D

]
, where n ∈ [1, N ]. Note that each particle has the ability to

memorize the so far fittest solution discovered denoted as personal best position of
Pbest
n = [

Pbest
n,1 , . . . , Pbest

n,D

]
. The global best position Gbest = [

Gbest
1 , . . . ,Gbest

D

]
is

the fittest solution obtained by the whole PSO population. The updated velocity V new
n,d

and position Xnew
n,d of each n-th particle in each iteration are introduced as follows:

V new
n,d = τVn,d + cara

(
Pbest
n,d − Xn,d

) + cbrb
(
Gbest

d − Xn,d
)

(3)

Xnew
n,d = Xn,d + Vn,d (4)

where τ represents inertia weight; ca and cb imply the acceleration coefficients; ra
and rb are two stochastic numbers in scope of [0, 1] that produced from uniform
distribution. The objective function value of new Xn , i.e., f (Xn) is competed with
f
(
Pbest
n

)
for each n-th particle. For minimization problems, the Pbest

n and Gbest

are replaced if the new Xn is having better value. Moreover, the search procedures
of particles are repeated applying Eqs. (3) and (4) until all predefined termination
conditions of PSO are met and satisfied.
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3 SADE-PSO

A novel hybridization scheme is proposed in SADE-PSO to further evolve the initial
population PI ni tial = [X1, . . . , Xn, . . . , XN ] by balancing distinct search features of
DE and PSO. DE and PSO are premeditated as primary and secondary optimizers
in the hybridization scheme to demonstrate searching of new solutions, respectively.
Adoption of various candidate solution generating strategies (CSGSs) was reported
to have higher effectiveness during different stages of evolution [16]. Hence, a self-
adaptive mutation scheme is designed into the DE phase to enhance the optimiza-
tion performance of SADE-PSO. Three mutation operators, known as DE/rand/1,
DE/best/1 and DE/current-to-best/1, are selected to develop the strategy candidate
pool, targeting to enhance the population diversity during the mutation operation.
Suppose that Zn refers to the donor vector of candidate solution Xn , the selected
mutation operators are described as follows:

DE/rand/1: Zn = Xr1 + F(Xr2 − Xr3) (5)

DE/best/1: Zn = Xbest + F(Xr1 − Xr2) (6)

DE/current-to-best/1: Zn = Xn + F(Xbest − Xn) + F(Xr1 − Xr2) (7)

where F refers to a mutation scale factor; the best solution denoted as Xbest with
the minimum fitness value. At the early stage of optimization process, each mutation
operator is assigned with an equal choice probability, where the initial mutation
operator choice probability Pmo is determined by the reciprocal of mutator operator
number I.

During mutation operation, a mutation operator is randomly selected from the
strategy candidate pool by roulette wheel selection based on Pmo, to generate
promising donor vector Zn of candidate solution n. The framework of the self-
adaptive mutation operation scheme is described in Fig. 1. Given the donor vector
Zn , the crossover operation is performed to generate offspring solution On based on

Fig. 1 Pseudocode of self-adaptive mutation operation scheme
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Eq. (2). The Pmo of each mutation operator is updated based on statistical informa-
tion known as SKG and Fkg at the end of each generation of DE. Particularly, SKG

and Fkg represents the total successful evolutions nsFlag and total failed evolutions
flag nfFlagmatrices, respectively. When a new candidate is developed by a mutation
operator, the matrix nsFlag is updated if the new candidate is fitter than the current
candidate. Otherwise, the matrix nfFlag is updated. Given SKG and Fkg , the pre-
normalized probability P

mo
and the normalized Pmo of each i-th mutation operator

is updated as follows, respectively.

P
mo
i =

⎧
⎨

⎩

∑N
n=1 Skg/

(∑N
n=1 Skg + ∑N

n=1 Fkg

)
, i f

∑N
n=1 Skg �= 0

∑N
n=1 Skg/

(
ε + ∑N

n=1 Fkg

)
, otherwise

(8)

Pmo
i = P

mo
i /

∑I

i=1
P
mo
i (9)

where ε refers to a small unchanging value used to prevent division by zero; i repre-
sents the mutation operator index with number of mutation operator I. In this study,
I set as 3. The probabilities of all DE mutation operators are updated for every N
solution.

After the offspring solution of all candidate solutions are generated, the greedy
selection operation is performed to compare each offspring solution On with the
candidate solution Xn . The Xn solution is replaced and updated by the On solution
with better fitness. Otherwise, PSO algorithm is triggered as secondary algorithm to
further advance the candidate solution Xn . In contrary to the conventional PSO, the
velocity update mechanism premeditates the social component only. When a better
solution is found, each candidate solution Xn is only replaced. Thus, it is indispens-
ably equal with the personal best position Pbest

n . Due to the nullified effect of Pbest
n

and Xn , the self-cognitive component can then be relinquished from Eq. (3). Denote
c as the acceleration coefficient, the new velocity component V new

n is formulated as
follows.

V new
n = τVn + c

(
Gbest − Xn

)
(10)

Given the new V new
n produced from Eq. (10), the updated position Xnew

n of each
n-th individual is computed using Eq. (4). After demonstrating the fitness assessment
of Xnew

n , it will be contrasted with Xn and Gbest . Both Xn and Gbest will be updated
by fitter Xnew

n . In the contrary, the inferior Xnew
n will be discarded.

The overall framework of SADE-PSO is highlighted in Fig. 2. Self-adaptivemuta-
tion operation scheme is designed to enable various types of mutation operators to be
adaptively selected in dealing with distinct types of optimization problems. SADE-
PSO is employedwith hybrid scheme and anticipated to provide preceding capability
in tackling the conflict conditions of high population diversity and fast convergence
speed of optimizer by balancing the ascendancies of DE and PSO. The searching
procedure of SADE-PSO is duplicated before the counter of fitness assessment δ
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Fig. 2 Pseudocode of SADE-PSO framework

surpasses the predefined maximum fitness assessment number ϕ. The global best
solution Gbest acquired by SADE-PSO is considered as backtracked at the end of
searching process.

4 Comparative Studies

Comparative studies of SADE-PSO are evaluated using 30 CEC 2014 benchmark
functions [17]. These benchmark functions contain various features in terms of fitness
landscapes and complexity. The more thorough information can be acquired from
[17]. Performance metrics known as mean fitness Fmean and standard deviation SD
are employed in this research to estimate the search preciseness and conformity of
optimizer, respectively. Optimizer with lower SD is more desirable because it implies
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the optimizer has higher conformity in tackling certain test problem with cognate
global best fitness.

The demonstrations of SADE-PSO in dealing with all CEC 2014 test functions
are competed with five MSAs abbreviated as: multi-swarm PSO without velocity
(MPSOWV) [18], opposition based chaotic differential evolution algorithm (OCDE)
[19], hybridizedfireflyandPSO(HFPSO) [20], hybridPSOwithGWO(HPSOGWO)
[21] and a conventional hybrid optimizer known as DE-PSO (DE-PSO) [22]. Popula-
tion size used by all compared competitors is set as N = 100 while maximum fitness
evaluations numbers is set as ϕ = 10, 000×D. The simulations are conducted using
Matlab 2018a with 30 independent runs on a workstation utilized with Intel ® Core
i5-7300HQ CPU @ 2.5 GHz to deal with all test problems from CEC 2014 at D =
30. From Table 1, Fmean and SD values generated by all algorithms are introduced,
where the best and second-best Fmean results are implied in boldface and underlined
fonts, respectively. Note that the performance of each competitor is summarized and
indicated asw/t/l and #BMF.w/t/l represents that the proposed SADE-PSO performs
better in w functions, performs same in t functions, and performs worse in l func-
tions. The quantity of functions that tackled by all algorithms with lowest Fmean is
summarized as #BMF.

The hybrid SADE-PSO has proposed one best Fmean values in tackling the
unimodal functions (F1 to F3). DE-PSO optimizer has the best performance in
handling the unimodal functions with two best and one second-best Fmean values. On
the other hand,HFPSO is considered as theworst algorithm in solving unimodal func-
tions by generating three highestFmean values. Themost competitive search accuracy
is demonstrated by SADE-PSO in order to deal with the simplemultimodal functions
(F4 to F16) by performing nine best and fourFmean results. DE-PSO also considers as
second-best optimizers as manage to produce four best and eight second-best Fmean

results.
In solving hybrid functions of F17 to F22, the novel SADE-PSO remains compet-

itive and delivers promising performance to handle four functions with best Fmean

values and one functions with second-best Fmean values. The optimizers OCDE is
reported to be the second-best optimizer as it manages to tackle two hybrid functions
with well Fmean values. HPSOGWO is presenting well performance to deal with the
unimodal and simple multimodal functions, but it performs a degradation in tackling
the hybrid functions with mediocre search accuracy as introduced by larger Fmean

values. This is followed byHFPSO that performs worst with the poorest Fmean values
in all six hybrid functions. The novel SADE-PSO is managed to attain the highest
search accuracies in dealing with the composite functions (F23 to F30). Meanwhile,
HFPSO emerges eightworst Fmean values in handling the composite functions.

The simulation results introduced in Table 1 also shows that the HPSOGWO
has limitations because this peer algorithm only deliver good performance in few
test functions. Both OCDE and DE-PSO are managed to tackle CEC 2014 functions
with better performance as these optimizers balance the advantages of search features
devoted by different algorithms. In particular, the modified self-adaptive mechanism
adopted by SADE-PSO in generating population with better quality is the main
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Table 1 Performance evaluations of SADE-PSO and five optimizers in solving CEC 2014
benchmark functions (D = 30)

Function Metrics MPSOWV OCDE HFPSO HPSOGWO DE-PSO SADE-PSO

F1 Fmean 1.61E+08 8.57E+07 6.20E+09 3.28E+07 2.48E+07 2.46E+06

SD 7.38E+07 1.21E+08 2.93E+09 3.26E+07 3.39E+06 1.42E+06

F2 Fmean 2.12E+10 1.50E+09 9.40E+10 1.58E+09 2.84E−14 4.17E−01

SD 2.74E+09 2.12E+09 4.68E+10 2.92E+08 0.00E+00 3.18E−01

F3 Fmean 8.20E+04 2.78E+04 2.02E+05 3.81E+04 2.69E−03 1.89E+00

SD 2.44E+04 3.91E+04 1.15E+05 1.75E+04 3.10E−03 3.74E−01

F4 Fmean 1.39E+03 3.68E+02 4.57E+04 6.25E+02 1.26E+02 7.16E+01

SD 3.56E+02 4.24E+02 4.31E+04 6.57E+02 2.10E+00 3.60E+00

F5 Fmean 2.09E+01 2.09E+01 2.11E+01 2.09E+01 2.07E+01 2.01E+01

SD 3.01E−02 6.03E−03 3.93E−02 3.78E−02 3.49E−02 2.67E−02

F6 Fmean 3.38E+01 2.12E+01 4.59E+01 1.47E+01 1.22E+01 1.15E+01

SD 9.46E−01 5.42E−01 8.06E+00 1.47E+00 3.70E+00 5.07E+00

F7 Fmean 1.62E+02 7.74E−01 1.54E+03 1.86E+02 2.15E−09 8.62E−03

SD 1.44E+01 1.09E+00 2.96E+01 2.59E+02 3.03E−09 1.22E−02

F8 Fmean 2.68E+02 1.75E+02 4.52E+02 1.51E+02 8.53E+00 6.91E+01

SD 2.21E+01 5.42E+00 1.75E+02 4.20E+01 1.73E+00 9.15E+00

F9 Fmean 3.29E+02 2.23E+02 7.08E+02 2.74E+02 1.43E+02 1.05E+02

SD 1.25E+01 2.78E+00 1.37E+02 1.00E+02 1.24E+01 1.20E+01

F10 Fmean 6.22E+03 4.90E+03 7.01E+03 4.01E+03 2.12E+02 7.97E+02

SD 2.45E+02 3.24E+02 2.45E+02 1.72E+03 3.31E+01 3.09E+02

F11 Fmean 7.24E+03 3.85E+03 7.73E+03 6.66E+03 5.06E+03 3.83E+03

SD 4.44E+02 3.25E+03 5.47E+02 1.79E+03 8.98E+01 3.95E+02

F12 Fmean 2.65E+00 2.17E+00 3.93E+00 2.36E+00 1.08E+00 1.42E−01

SD 1.63E−01 5.63E−01 2.68E−01 3.81E−01 3.07E−02 1.36E−02

F13 Fmean 3.09E+00 8.50E−01 1.18E+01 3.65E+00 3.95E−01 3.29E−01

SD 2.33E−01 9.16E−02 1.10E+00 1.59E+00 1.52E−02 8.90E−02

F14 Fmean 4.48E+01 1.15E+01 5.28E+02 6.24E−01 2.69E−01 2.03E−01

SD 7.08E+00 2.46E+00 3.47E+02 4.00E−01 9.26E−03 3.23E−02

F15 Fmean 9.90E+04 3.22E+02 5.44E+06 3.91E+01 1.44E+01 1.76E+01

SD 2.26E+04 4.32E+02 2.41E+06 2.54E+01 7.15E−01 2.78E−01

F16 Fmean 1.30E+01 1.31E+01 1.43E+01 1.23E+01 1.12E+01 1.06E+01

SD 1.38E−01 4.88E−02 1.58E−01 6.77E−01 4.41E−01 6.59E−01

F17 Fmean 6.01E+06 1.04E+05 3.59E+09 3.25E+06 1.17E+06 3.61E+03

SD 1.12E+06 1.42E+05 4.66E+09 2.02E+06 7.47E+05 9.44E+01

(continued)
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Table 1 (continued)

Function Metrics MPSOWV OCDE HFPSO HPSOGWO DE-PSO SADE-PSO

F18 Fmean 2.58E+08 8.33E+01 1.67E+10 1.03E+08 1.38E+04 6.94E+01

SD 8.05E+07 1.43E+01 1.48E+10 1.45E+08 1.70E+04 3.31E+00

F19 Fmean 1.41E+02 4.34E+00 3.94E+03 1.79E+01 8.13E+00 5.90E+00

SD 2.38E+01 8.92E−01 2.54E+03 1.98E+00 2.62E−01 3.36E−01

F20 Fmean 2.90E+04 3.56E+02 2.31E+09 4.68E+03 2.01E+03 6.50E+01

SD 9.09E+03 3.21E+02 3.27E+09 4.69E+03 1.65E+03 3.13E+00

F21 Fmean 1.56E+06 1.61E+03 1.45E+08 3.46E+04 5.16E+05 1.49E+03

SD 5.59E+05 6.90E+02 1.77E+08 9.20E+02 4.20E+05 3.82E+00

F22 Fmean 9.76E+02 1.12E+02 7.72E+06 7.01E+02 1.92E+02 2.72E+02

SD 1.96E+02 1.28E+02 5.94E+06 3.32E+02 1.18E+01 5.68E+00

F23 Fmean 4.17E+02 3.27E+02 4.82E+03 4.65E+02 3.15E+02 3.15E+02

SD 1.26E+01 1.69E+01 3.14E+03 3.71E+01 0.00E+00 3.80E−06

F24 Fmean 3.20E+02 2.72E+02 4.92E+02 3.12E+02 2.24E+02 2.00E+02

SD 1.13E+01 1.39E+01 2.76E+01 8.91E+01 4.95E–01 2.48E−05

F25 Fmean 2.25E+02 2.13E+02 5.37E+02 2.11E+02 2.09E+02 2.00E+02

SD 5.87E+00 9.00E+00 3.57E+02 1.06E+00 1.94E+00 0.00E+00

F26 Fmean 1.03E+02 1.01E+02 4.98E+02 1.52E+02 1.00E+02 1.00E+02

SD 5.44E−01 3.05E−02 3.54E+01 6.74E+01 3.79E−02 1.68E−02

F27 Fmean 1.14E+03 8.95E+02 3.43E+03 1.14E+03 4.30E+02 4.02E+02

SD 6.81E+01 9.09E+01 1.78E+03 5.24E+00 1.02E+01 1.86E+00

F28 Fmean 1.36E+03 8.62E+02 1.01E+04 1.03E+03 9.43E+02 7.86E+02

SD 3.69E+02 9.76E+01 5.77E+02 6.06E+01 4.62E+01 6.06E+00

F29 Fmean 2.15E+06 3.98E+06 1.89E+09 7.39E+04 2.71E+06 9.75E+02

SD 4.02E+06 5.62E+06 4.25E+08 3.31E+04 3.83E+06 2.09E+01

F30 Fmean 4.04E+04 2.37E+03 1.47E+08 4.11E+04 2.51E+03 1.01E+03

SD 8.14E+03 1.85E+03 1.97E+08 7.12E+03 4.45E+02 2.16E+02

#BMF 0 2 0 0 8 22

w/t/l 30/0/0 28/0/2 30/0/0 30/0/0 21/2/7 –

element leading to the performance differences between SADE-PSO, OCDE and
DE-PSO.
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Table 2 Pairwise comparison between SADE-PSO with Five optimizers using Wilcoxon signed
rank test

SADE-PSO vs MPSOWV OCDE HFPSO HPSOGWO DE-PSO

R+ 4.65E+02 4.41E+02 4.65E+02 4.65E+02 3.70E+02

R− 0.00E+00 2.40E+01 0.00E+00 0.00E+00 9.55E+01

p-value 1.86E−09 1.42E−06 1.86E−09 1.86E−09 3.89E−03

h-value + + + + +

Table 3 Average ranking and associated p-values produced by Friedman test (D = 30)

Algorithm SADE-PSO MPSOWV OCDE HFPSO HPSOGWO DE-PSO

Ranking 1.3333 4.6833 3.0333 6 3.8167 2.1333

Chi-Square Statistics 124.547619

p-value 0.00E+00

Wilcoxon signed rank test is employed as statistical test performance compar-
ison between the novel SADE-PSO and the competitors [23]. The non-parametric
statistical test results known as R+, R−, p and h values at D = 30 are summarized
in the Table 2. The significant performance enhancements of SADE-PSO over its
competitors are verified as all statistical test results generate the h-values of ‘+’.When
handling the benchmark problems at D = 30, the average rankings of all compared
approaches and their related p-values originated from chi-square statistic are acquired
in Table 3 using Friedman test [24]. According to the Friedman test results, three post-
hoc statistical analyses are executed to discover the specific differences with confine
optimizer of SADE-PSO. The significant performance improvement of SADE-PSO
over MPSOWV, OCDE, HFPSO and HPSOGWO in tackling all test functions, are
verified by all post-hoc procedures at significance level of α = 0.05 (Table 4).
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Table 4 Adjusted p-values generated by Bonferroni-Dunn, Holm and Hochberg procedures

SADE-PSO vs. z Unadjusted p Bonferroni-Dunn p Holm p Hochberg p

HFPSO 9.66E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

MPSOWV 6.94E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

HPSOGWO 5.14E+00 0.00E+00 1.00E−06 1.00E−06 1.00E−06

OCDE 3.52E+00 4.33E−04 2.16E−03 8.65E−04 8.65E−04

DE-PSO 1.66E+00 9.77E−02 4.88E−01 9.77E−02 9.77E−02

5 Conclusion

A modified hybrid variant of DE and PSO algorithm known as SADE-PSO is intro-
duced in this study to deal with various single objective optimization problems
effectively. One of the contributions, self-adaptive mutation operation mechanism
is adopted to produce fitter solutions, aiming to advantage SADE-PSO from the
prospect of convergence rate and capability in managing premature convergence.
Secondly, SADE-PSO is also incorporated with a hybrid scheme to further attain
better balancing of exploitation and exploration behaviors of optimizers, by lever-
aging the search features of both DE and PSO. Extensive comparative analyses
were performed to analyze SADE-PSO. The proposed SADE-PSO algorithm is also
reported to outperform all peer competitors. The feasibility of the proposed SADE-
PSO in training deep learning models such as artificial neural network (ANN) can
be further investigated as the future works of current study.
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Development of Small Scale Machine
for Non-Destructive Testing (NDT)
to Assess Structural Integrity
of Composite
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Abstract There aremany types of the non-destructive test (NDT)method and in this
regard ultrasonic testing is the most common method used in composite inspection.
Themain purpose of the inspection is to detect the defect that occurs in the composite
such as cracks, delamination, void, and others. The common Ultrasonic NDT equip-
ment is quite large, expensive and the system is also complex. This research is
conducted to develop a small scale of NDT machine with a simple system having an
ability to operate immersion ultrasonic testing of the composite and obtain enhanced
results compared to conventional product design. The water is used as a coupling
medium for the sound beam to travel between the transducer and specimen. The new
design of water tank is also developed to make this product becomemore ergonomic.
This small-scale machine has an ability to operate in two axis which is x and y axis
and there was a stepper motor used on the axis which was controlled using Arduino
Genuino Mega 2560 and Adafruit Motor Shield v2 as a microcontroller and a motor
driver respectively. In the inspection process, a transducer of Harisonic Ultrasonic
from Olympus corporation with a frequency of 2.25 MHz was used with a pulser-
receiver. The result of the specimen such as the location and size of a crack were
obtained from the generated signal. The sample of the specimen testedwas fiber glass
composite laminates (FGCL) with holes as an artificial defect. The suitable stepping
mode of the stepper motor with the least vibration produced during operation was
analyzed. The structural analysis of the proposed design was done using simulation
in Solidwork software. Motion study was used to analyze the basic hand, arm, and
body movements of users as they used the machine. It was found that the newly
developed NDT machine produced less vibration due to the enhanced mechanical
design and stepping motor configuration, and it was found to be more ergonomic
compared to previous scanning unit product design.
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Keywords Non-destructive testing · Composite inspection · Ultrasonic testing ·
Vibration · Ergonomic

1 Introduction and Background

Non-Destructive Testing (NDT) plays an important role in ensuring the safety and
capability of equipment and assets used by people in their daily lives. NDT has been
used for the inspection of equipment operating in high pressure environments. This
type of test is widely used because it does not affect the specimen being tested.
In the aerospace industry, NDT is used for the inspection of materials, especially
composite materials. There are various types of NDT methods and ultrasonic testing
widely used in the aerospace industry, especially for the inspection of composite
materials. The test results are shown as a signal profile. The signal profiles will have
different patterns representing different information on each. Commonly used non-
destructive testing equipment is quite large, expensive and the system is also complex.
This research is done to develop a small-scale non-destructive testing (NDT)machine
with a simple system and can carry out ultrasonic composite immersion testing and
obtain the same results as the current products. There are several modifications from
the previousMultilayer ScanningArrayUnit to improve the performance by reducing
vibration of the newly developed machine and become more ergonomic.

The scope of work in this manuscript is divided into 4 parts which are designing,
fabrication, system development and analysis. The new design of the machine has
been made via using Solidwork with added new features. The fabrication process
involved some type of processes such as machining and others. To control the mech-
anism for the inspection process, the stepper motor was programmed, and the data
acquisition system was developed in the system development.

NDT refers to a method of evaluation and inspection of materials or additives to
characterize or locate defects and deficiencies in an evaluation with some standard
without altering the original properties or damaging the specimen being tested. There
are other terms to describe non-destructive testing (NDT) which are Non-destructive
assessed (NDE) orNon-destructive inspection (NDI). There are various techniques in
non-destructive testing (NDT) such as Visual Testing (VT or VI), Ultrasonic Testing
(UT), Thermography, Radiographic Testing (RT), Electromagnetic Testing (ET),
Acoustic Emission (AE), and Shearography. All these techniques are divided into
two categories, namely relational and non -relational methods. The contact method
requires contact between the sensor and the specimen surface to obtain good data.
Non-contact was developed to speed up the data collection process. Each type of
technique has its respective advantages and disadvantages as per Gholizadeh [1].
The proposed work demonstrates a small-scale NDT machine to operate Immer-
sion Ultrasonic Testing (IUT). This type of test uses high -frequency sound energy
to perform inspections and make measurements. Ultrasonic inspection can be used
for detection, measurement of dimensions, materials and characterization. A typical
ultrasonic inspection (UT) system consists of several functional units, such as a
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Fig. 1 Example of B-scan
data presentation

pulsar/receiver, a transducer, and a display device as demonstrated by Zhang and
Richardson [2]. There were several techniques demonstrated by them such as pulse-
echo, through-transmission, backscattering, acousto-ultrasonics and ultrasonic spec-
troscopy. Nonetheless, IUT was found to be promising as it was able to maintain a
continuous coupling fluid columnbetween the transducer and the preserved specimen
when the probe distance of the specimen changed significantly [2, 3].

A receiver is an electronic device that produces high voltage electrical pulses. The
transducer generates high frequency ultrasonic power driven by a pulser. Some of
the energy is reflected back from the defective surface such as cracks when there is a
discontinuity in the waveband. The transducer converts the reflected wave signal into
an electrical signal and displays it on the screen. The strength of the reflected signal is
displayed relative to the time of the signal generated when the echo is received. The
results of ultrasonic testing can be shown using several types of data presentation.
There are three most common ways to interpret data, namely A-scan, B-scan, and
C-scan as evident from the articles by Gandhi et al. [4] and Chen et al. [5]. All types
of data presentation have different ways and information. The ability to collect all
types of data presentations depends on modern computerized ultrasonic systems.
Figure 1 shows the principles of functional ultrasonic testing.

1.1 Working Principle of Ultrasonic Testing

The cross-sectional view of the specimen can be presented in the B-scan (Fig. 1).
While in B-scan, the vertical axis represents travel time of the sound energy and the
horizontal axis represent the linear position of the transducer. The B-scan can be
generated by establishing a trigger gate on the A-scan with a great enough signal
intensity.

As per Fig. 2, C-scan is generated with an automated data acquisition system such
as a computer-controlled immersion scanning system [2].
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Fig. 2 Example of C-scan
data presentation

1.2 Role of Motion Study and Vibration Testing

Motion studies are the analysis of the basic movements of the hands, arms, and body
of workers as they perform work. Examples of movement were listed as: releasing
objects, grasping objects, moving objects, walking and eye movements.

Vibration is defined as the oscillating motion of an object about a reference posi-
tion. The accelerometer is mounted on the structure to be tested. There are two types
of accelerometers, namely high impedance charge output accelerometer and low
impedance output accelerometer. The results of the vibration test can be formed in
the signal graph, which is the vertical axis of the displacement, and the horizontal
axis is the frequency. There are several aspects of the environment that can affect
test results such as transverse vibration, acoustic noise, and corrosive materials [6,
7]. Section 2 elaborates on the proposed methodology whereas Sect. 3 provides with
the results and discussion followed by Sect. 4 which gives the conclusion.

2 Methodology

There were multiple stages in the methodology of this project. The first stage was
designing, as the project started with the research on the problem that has on the
current product in term of its mechanism and design. After the problems were iden-
tified, the preliminary design of the new product was done using Solidworks and
the design was finalized according to the requirement. The second stage started with
the fabrication process which involved machining the housing of the stepper motor
and linear shaft holder, purchasing the electronic part and assembly. Assembly and
finishing process was done after all of the parts were ready and this was the final
step in this stage. The third stage was the system development, which was essential
to determine the performance of the inspection process. This stage initiated with
the programming of the stepper motor controller that was involved in the assembly
process. The data acquisition system was also developed in this stage that makes the
transducer to collect the data. Then the final stage was related to the analyzation part
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i.e., the analyzation of the performance of the product was conducted. The suitable
stepping mode of the stepper motor which produced the least vibration during oper-
ation was analyzed. The structural analysis was done using Solidwork. In addition,
the motion study was used to analyze the basic hand, arm and body movements of
users as they used the newly developed machine.

2.1 Designing

The design of this machine is a redesign of the previous scanning unit which is
the Multilayer Scanning Array Unit as shown in the Fig. 3. The concept design
of a new machine was done using Solidworks. The new design of the developed
machine is as shown in Fig. 4. The size of the scanning unit is also the same with the
smaller dimensions of 360 × 280 × 280 mm. The new design is redesigned from
the previous product by changing some design paradigm, adding new features and
using components that are more suitable to suit its operation. The parts that have
been redesigned from the scanning unit were linear shaft holder, transducer holder,
and stepper motor holder. All of the parts were redesigned in order to make it easy
for installation and the structure to become more stable. The new features that have
been added to the new machine was a water tank. The user of the scanning unit had
much trouble in handling the water tank. Therefore, the new design of water tank for
this machine was created to make it more ergonomic. There were also some changes
in the component used because it was not suitable for the inspection process. In this

Fig. 3 Multilayer Scanning
Array Unit

Fig. 4 New design in
solidwork
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regard, threaded rod was used in the new machine compared to the belting system
used in scanning unit because it had many advantages in terms of precision, and the
maintenance involved was also less.

2.2 Frame Development

The fabrication started with the frame development. The edges of the frame were
joined by using the fastener which formed a strong frame of the machine. The holes
for the fasteners at each edge of the frame was made by a drilling process. The linear
shaft holder was also fastened at each edge of the body frame.

2.3 Axis and Holder Installation and Finishing

Linear shaft was used as the motion path to move the transducer and helped by the
stepper motor. There two types of holder have been made in this project which is
stepper motor holder and transducer holder. Stepper motor holder was made from
a block of Teflon and machining process was required to get the shape needed by
using computer numerical control (CNC) milling machine. The transducer holder
was designed and made by using the 3D printer. Linear shaft was installed on each
axis which is x and y-axis. The fabrication of x and y-axis have the same function
in holding and moving the transducer during the inspection process. On the x-axis,
the linear shaft was attached with stepper motor holder and transducer holder which
will travel along with it. On the y-axis, the linear shaft was attached to its holder at
each edge of the body frame with the stepper motor holder. The new design of water
tank was setup after all other parts got assembled. The water tank was made up of
Perspex and glued together to get a container shape. The water tank was tested to
avoid any leakage during the inspection process.

The finishing process was required in order to increase durability and improve
decorative appeal (Fig. 5). The process of finishing was painting and adding perspex
as the outer layer of the machine. The color that has been selected for painting is
orange to give more attraction to the machine. Before the perspex was added to the
machine, the acoustic soundproof foam was glued on it to reduce the noise produced
by the environment.
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Fig. 5 Small scale machine
of immersion ultrasonic
testing

3 Results and Discussion

3.1 Structural Analysis

Structural analysis was done to measure the capability of the body frame to support
all the load that is mounted on it. There are two parameters measured in this analysis
which is the displacement and stress. This analysis is done by using simulation in
Solidwork software and the type of analysis is considered static. The geometry for
the analysis is taken from the process of designing. Then, the variable spacing mesh
was defined all over the geometry. For the meshing, the element size used in this
analysis was 10 to attain better accuracy and the shape is tetrahedral as shown in
the Fig. 6. The load was applied to the center of the linear shaft structure and an
encastre boundary condition was applied on the bottom of the structure. Then the
deformed result is plotted to find the value of stress and displacement. The maximum
stress concentrated at the below hole of stepper motor on y-axis with a magnitude of
4.39MPa, whereas the minimum stress occurred at the bottom of the structure with a
magnitude of 0.03445 Pa as evident from Fig. 6. Stress concentrations are considered

Fig. 6 Von-misses stress
result
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Fig. 7 Displacement result

to arise at the segment where there is a sudden change in the cross-sectional area.
The stress concentration will be high if there are severe changes the cross-sectional
segment. The value of maximum displacement was 0.04743 mm and the value of
minimum displacement was 0.001 mm as evident from Fig. 7. The displacement
occurred at the top of the structure. However, this value is too small and will not give
any impact to the body frame.

3.2 Vibration Test

Themovement of the discretemotor can be controlled by selecting the steppingmode.
There are 4 stepping modes on the stepper motor which are full step (1 phase), full
step (2 phase), half step (interleave) and microstep. Each mode produces different
values of vibration, current, and torque output and thus will affect the performance of
the machine. Tests were performed to analyze the vibrations generated by the stepper
motor. The accelerometer was mounted on the frame structure of the machine body.
The data obtained by the accelerometer sensor was interpreted by the Scadas Mobile
LMS and displayed on the desktop. The waveforms from the test are plotted in FFT
for different modes as shown in Figs. 8, 9, 10 and 11. From the waveform of the
vibration, the full step (double phase) mode shows the amplitude is always higher
along with the sampling rate. This is a synonym to the theory which indicates that it
produces high vibration and also produce higher torque. While the microstep mode
shows the amplitude is the lowest along with the sampling rate compared to other
modes. This represents that microstep mode is the best mode for stepper motor as it
produces low vibration. This mode also generates enough torque for the inspection
process.
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Fig. 8 Full step(double)
mode result

Fig. 9 Full step(single)
mode result

Fig. 10 Interleave mode
result
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Fig. 11 Microstep mode
result

3.3 Motion Study

Motion study is the analysis of the basic hand, arm and body movements of workers
as they used the machine. Example of motion is reaching for an object, grasping the
object, moving the object, walking and eye movement. This analysis was conducted
to show there is some improvement in term of ergonomics on the newly developed
machine. A comparison test between the previous and the newly designed machine
was conducted whereby the test was conducted 15 times. The total time is taken for
the user to operate this machine was recorded. The list of symbols and its associated
description were as; TE-Reach of an object; G-Grasp an object; TL-Move an object
with hand and arm; RL-Release control of an object. Table 1 shows the result of
motion study in handling the newly designed products compared with the previous
product. Based on the result, the previous product consumed a longer time than
the new machine which is 17 s compared to new product design which bears 6 s
respectively. The cycle time reduced by 64.70% after making a new improvement
to the design. In addition, non-value added activities such as lift up and push down
motions were removed.Moreover, the speed of the movement also increased to make

Table 1 Handling the new developed machine

Product type Activity Right hand Left hand Time (s)

Previous product Lift the body frame TE, G, TL TE, G, TL 7.00

Put the body frame over the
watertank

RL RL 2.00

Lift the body frame out of the water
tank

TE, G, TL TE, G, TL 6.00

Put the body frame on the table RL RL 2.00

New product Pull out the platform of the water
tank

TE, G, TL – 3.00

Push the platform of the water tank TE, G, TL, RL – 3.00
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thework faster as the newmachine no longer required pull and push from one place to
other. Hence, the newmachine only uses one hand compared to the previous product.

In this experiment, the results of the inspection process using a newmachine were
compared with the results obtained using the previous product. A sample composite
of 80 × 120 mm with 15 holes were considered as artificial defects. There were 4
different types of surface on the sample which had no hole, a through hole and two
different depth of the hole. The two different depth of holes were about 2 and 4 mm
respectively. An experiment was conducted to test the functionality of themechanism
of machine and inspection results on a sample composite. In this experiment, the
result from the inspection process by using the new machine was compared with the
result obtained using the previously designed product. The result of the inspection
was in the form of signal which got displayed on the computer screen. In the interface
of the signal, a gate was attached to detect any amplitude that exceeds the limit of
requirement needed. The system is well eligible in detecting a hole if there any
discontinuity between the peak of the front wall and back wall of the specimen.
Figures 12, 13, 14 and 15 shows the results of the composite examination of the
sample without holes (Fig. 12), 2 mm depth (Fig. 13), 4 mm depth (Fig. 14) and

Fig. 12 No hole result

Fig. 13. 2 mm depth result
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Fig. 14. 4 mm depth result

Fig. 15 Through hole result

through holes (Fig. 15). The vertical and horizontal graph axes show the amplitude
and time travel of the respective ultrasonic waves. The time travel of the ultrasonic
wave also indicates the depth of the composite panel. The graph also shows that the
peak for 2 mm depth is nearer to the peak of front wall compared to the peak for
4 mm depth. This shows that the depth of the 2 mm hole has a shorter distance from
the surface of sample composite as the ultrasonic wave travel time is shorter. From
the graph of through hole result, there are extra peaks at the end of the signal. This is
due to the fact that the transducer detects the surface of the water tank floor. It was
also evident from the 4 graphs that there was a formation of signal scattering at the
initial stage i.e., between 0–100 s with respect to previous product. This was due to
the belting system design paradigm of the previous product.
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4 Conclusion

A small-scale machine of Non-Destructive Testing (NDT) for composite inspection
has been developed and provenworking by being testedwith the inspection of sample
composite with artificial defects. The performance of the newly developed small-
scale machine has been increased by using a suitable design and components. The
selection of the equipment such as threaded rod instead of the belting system can
make the mechanism of inspection process become more precise. The vibration
produced by a stepper motor in the operation also has been reduced by choosing a
suitable stepping mode during the vibration analysis. The stepping mode was chosen
with low amplitude during the sampling rate on the FFT diagram which was evident
from the result of the vibration test. It is worth to be noted that due to the possibility
of fatigue failure in composite at microlevel, a dynamic response analysis will be
incorporated in the proposed design as future work perspective. The newly developed
small-scale machine is found to be more ergonomic with added new features. This is
proven in the motion study analysis by comparing the results of the newly developed
small-scale machine and the previous product which is a scanning unit.
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Hands and Fingers Tracking for Tactile
Graphics Reading Assistive Device

Muhammad Ikmal Hakim Shamsul Bahrin, Hazlina Md Yusof,
and Shahrul Na’im Sidek

Abstract Awareness on the difficulties faced by the blind and visually impaired
(BVI) people to read tactile graphics has caught the attention of many researchers
to develop assistive devices using machine vision approach. At the moment, most
techniques that have been used to detect and track hands and fingers are insuffi-
cient to support the active and complex behavior of the tactile graphics reading and
exploration. This paper presents a system to track both hands and multiple fingers
using MediaPipe Hands solution. A benchmark experiment has shown the accuracy
of the system to detect and track for single and both hands with 93.1 and 99.9%
respectively at an average speed of 20 FPS. Besides that, a preliminary design of
tactile graphics reading assistive device has been introduced in this paper. By using
the xy-coordinates that have been extracted from the hand landmarks detection, a
specific hand gesture and conditions have been configured to allow reader to interact
with the tactile graphics. The works presented have shown a promising result to be
further explored for future development of tactile graphics reading assistive device
which support two hands and multiple fingers exploration.

Keywords Visual impairment · Blindness · Tactile graphics · Tactile exploration ·
Hand and finger tracking system · MediaPipe

1 Introduction

In this information-driven era, accessing print media that consist of pictures and
diagrams is a challenge for blind and visually impaired (BVI) people. It is a crit-
ical issue to be acknowledged because graphical information is very important for
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education and navigation. A conventional method for BVI people to access graph-
ical information is by using tactile graphics (refer Fig. 1). It is a two-dimensional
format of print media that is made using a variety of techniques such as crafting,
swelling printing and embossed drawing [3]. Instead of describing graphical infor-
mation in braille format, tactile graphics became supplementarymaterials to helpBVI
people to visualize pictures and diagrams in textbooks such as mathematics, science,
and geography. The challenges of reading tactile graphics using touch sensory is
time consuming and cognitive overload [8]. Without any assistance from teachers,
instructors, or a sighted person, BVI people will feel lost and confuse when reading
them.

Over the past decade, there is a trend of developing assistive devices in machine
vision field to overcome the issues of tactile graphics reading. Since it is a touch-
based activity, researchers have focused on detecting and tracking hands and fingers
to develop interactive and assistive features of the device. The example techniques
that have been implemented are skin color detection & background segmentation [2,
4], markers detection [6], color-based foreground and depth segmentation [7] and
hand keypoint detection using deep neural network [5]. Table 1 gives a summary of
the related works that have been identified.

Nevertheless, there are several limitations of previous approaches that need to be
highlighted. Firstly, the techniques used could not support the active and complex
nature of tactile graphics reading and exploration. For example, Bardot et al. [1]

Fig. 1 Example of two-dimensional tactile graphics. a and bwere taken during a visit to KLBraille
Resources (27 October 2016). c is an example of tactile graphics made using Zytech swell paper

Table 1 Related works

References Techniques Outcomes

[4] 1. Background subtraction
2. Color-based skin detection

Single fingertip detection

[2] 1. Background subtraction
2. Distance transformation to binary image

Five fingertips detection

[6] ArUCO marker detection Two index fingertips detection

[7] 1. Color-based foreground segmentation
2. Depth segmentation

Five fingertips detection

[5] Hand keypoint detection using deep neural network Five fingertips detection
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reported that, BVI people tend to performbimanual explorationwhichmeans both are
moving simultaneouslywhen reading tactile graphics. Secondly,more improvements
need to be addressed to detect and track multiple fingertips during unfavorable and
unpredictable conditions such as overlapped or hidden fingers from camera’s view,
poor lightning condition and positions of hand is half-out from the camera’s view.
Thus, researchers need to be aware that, there is a variety of behaviour when BVI
people read and explore tactile graphics and the techniques that will be used have to
be robust enough to overcome the related issues.

The focus of this current study is to propose a method that supports both hands
and multiple fingers detection and tracking using MediaPipe platform provided by
Google. Currently, the system has been run on a personal laptop with a webcam in
real-time. An experimental setup has been developed to provide a benchmark for
the system in tracking and detecting both hands and multiple fingers during tactile
graphics exploration. Finally, this paper presents an example of hand gesture for
the future assistive device that works as an interaction feature for tactile graphics
reading and exploration. The proposed method has the potential to be integrated
with the assistive device that uses machine vision technique for helping BVI people
to read and explore tactile graphics. Not only that, it also can be used for researchers
who are interested to investigate the haptic exploratory behaviour of BVI people
towards tactile graphics.

2 Methods

2.1 MediaPipe for Hands and Fingers Tracking

MediaPipe1 is a cross-platform framework that applies machine learning pipelines. It
is an open-source platform that has been developed by Google which offers solutions
for face detection, multi-hand tracking, object detection, etc. This current work has
used MediaPipe Hands2 solution to detect and track multiple hands and fingers. The
MediaPipe Hands solution is capable to infer 21 3D landmarks of a hand after it has
been trained with ~30 K real-world images. The hand landmark model can be seen
in Fig. 2.

The Python script has been used to build the system and the MediaPipe’s hand
landmark model has been imported using OpenCV. The setup is shown in Fig. 3. In
term of system’s configuration, it has been programmed to detect two hands with
minimum detection confidence and minimum tracking confidence value to 0.5 (refer
to MediaPipe Hands documentation (See footnote 2)). The purpose of having two
hands detection is to ensure that both single and bimanual hand exploration can be

1 https://opensource.google/projects/mediapipe.
2 https://google.github.io/mediapipe/solutions/hands.

https://opensource.google/projects/mediapipe
https://google.github.io/mediapipe/solutions/hands
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Fig. 2 The 21 hand landmarks model of MediaPipe Hands solution (taken from https://mediapipe.
dev/)

Webcam is attached to tripod and

pointed towards the tactile graphics 

at a height of 50 cm

Personal 

laptop Participant

Webcam’s 

Webcam’s

point of view

Fig. 3 The equipments setup

detected. Figure 4 shows some examples of hand detection using the MediaPipe
Hands solution.

(a) (b) (c)

Fig. 4 The example hand detection. a shows the left hand detection. b shows the right hand
detection. c shows both hands detection

https://mediapipe.dev/
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Fig. 5 The system flowchart

Once the hand landmarks coordinates have been attained, the system will differ-
entiate between the left and right hand with respect to the position of thumb fingertip
(refer as THUMB_TIP) and pinky fingertip (refer as PINKY_TIP) in x-coordinates.
If the value of x-coordinate of THUMB_TIP is greater than the x-coordinates of
PINKY_TIP, it will be decided as the left hand, and vice versa. Figure 5 shows the
flowchart of the system’s algorithm. Finally, the output data of the system contains a
number of hands that are detected and x and y-coordinates of the 21 hand landmarks
corresponding to each hand.

2.2 Benchmark Experiment

The attention of benchmark experiment is to determine the system’s performance
to track hands and fingers during exploration of tactile graphics in real-time. The
collected results were, system processing speed (FPS), number of hands and fingers
detected and classification of hands. Currently, the system was not tested with any
subject due to Covid-19 situation. There were two conditions of the experiment that
have been conducted which were single hand and two hands detection and each
condition was conducted with five trials. During the experiment, the hands were
in tactile reading posture and being moved around on the tactile graphic. It was a
situation to imitate the common behaviour of BVI peoplewhen reading and exploring
tactile graphics.



418 M. I. H. Shamsul Bahrin et al.

3 Results

The reported experiment was acquired and processed on an Intel Core i5 laptop
computer running MS Windows at 2.4 GHz with 8 GB RAM. The system was able
to detect and track hands and fingers with an average speed of 20 fps. To evaluate
the performance of the system, 1000 frames have been captured in real-time. Then,
each frame has been inspected if the hands and fingers landmarks were correctly
detected and tracked for every condition. For every correct detection and tracking, it
was scored as 1 otherwise 0. Finally, the percentage of correctly detected and tracked
of hands and fingers landmarks has been calculated using formula (1). The results
of correct rate are shown in Table 2 which are 93.1% for single hand and 99.9% for
two hands detection and tracking. In sum, the correct rate represents the accuracy of
the system.

The position error of fingertips landmark between consecutive frames has also
been evaluated by placing a single hand in a static position until 1000 frames have
been captured. The average position error for each fingertip’s landmark was very low
approximately 0.0027 to 0.0164 pixels. Throughout the experiment, there has been
some misdetection of hands and fingers which are shown in Fig. 6. When a single
hand was used, the system sometimes detected two hands as shown in Fig. 6(a). It
can also be seen that, when the hand was half out the camera view, the system could
not detect the fingers as shown in Fig. 6(b) and Fig. 6(c). However, the percentage of
misdetection occurrence is very low for single and both hands detection which are
6.9 and 0.1% respectively.

Table 2 Results of correct hands and fingers detection and tracking

Condition Correct rate (%) Average 

correct rate 

(%)
1st

trial

2nd

trial

3rd

trial

4th

trial

5th

trial

Single hand

97.6 94.9 92.8 90.0 87.2 93.1

Two hands

100 100 99.8 99.7 99.8 99.9
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(a) (b) (c)

Fig. 6 Example of false detection and tracking. a shows that two left hands were detected. b shows
the imperfection of fingers detection when the hand was half out of the camera view. c also shows
imperfection to detect both hands when they were half out of the camera view

Correct rate (%) = Total count of label ′1′ frames

Total number of frames captured
× 100% (1)

4 Preliminary Design of Tactile Graphics Reading Assistive
Device

This section presents the preliminary design of an assistive device for tactile graphics
reading. Besides MediaPipe Hand solution, the assistive device comprises ArUCO
marker detection module.3 In brief, an ArUCO marker has been used to locate the
position of tactile graphics material within the webcam’s view. It also consists of
interactive areas that has been predefined and will appear once the ArUCO marker
has been detected. Each interactive area (red transparent box) as shown in Fig. 7(a)
can be triggered upon two conditions which can be referred to Table 3. Once both
conditions have been met, the interactive area will change into green transparent box
as shown in Fig. 7(b) and Fig. 7(c). Audio will be played to convey the information
of the area of interest of the tactile graphics to the reader.

5 Discussion

In Sect. 3, the results show that, the accuracy for two hands detection is better
than single hand detection. The accuracy for single hand detection was lesser due
to detection error as shown in Fig. 6(a) which appeared several times throughout
the trials. The detection error might occur because of fast hand movements between
consecutive frames. Next, the position of hands and fingers also affected the detection
accuracy. If the hands are half out of the camera view, the system cannot detect and
track the hands and fingers perfectly as shown in Fig. 6(b) and Fig. 6(c). Based on

3 https://docs.opencv.org/4.5.2/d5/dae/tutorial_aruco_detection.html.

https://docs.opencv.org/4.5.2/d5/dae/tutorial_aruco_detection.html
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a b

c
d

Fig. 7 Preliminary design of tactile graphics reading assistive device. a shows that ArUCOmarker
has been detected and two interactive areas (indicated by red transparent boxes) appeared. b and
c show that left hand and both hands moved toward the interactive area respectively. When both
conditions have been met, the red transparent box changed into green color and audio is played.
The audio for snake’s head is “This is the head of a snake” and the audio for the other area is “This
is the tail of a snake”. The Fig d shows that both conditions are not fulfilled, hence the interactive
area will remain the same.

the architecture of MediaPipe Hand solution [9], the localization of hand landmarks
model can be performed once the palm has been detected. Thus, the system can only
work best when the hand palm is within the camera view. During the experiment, the
systemwas able tomaintain the speed of detection and tracking with an average of 20
FPS. It is assumed that the speed might vary if different physical computing platform
is being used. Other than that, the position error of each fingertip landmark is very
small which shows the effectiveness of the MediaPipe Hand solution in detection
and tracking.

In Sect. 4, a preliminary design of tactile graphics assistive device has been demon-
strated by using ArUCO detection module andMediaPipe Hand solution. To interact
with the specified interactive areas of the tactile graphics, two conditions need to
be fulfilled. First, the index fingertip needs to be inside the interactive area. Second,
a type of hand gesture which is closely together index and middle fingertips has
been used to play the audio of the interactive area. The implementation has been
achieved by using the xy-coordinates of the index and middle fingertips from the
hand landmark detection. Currently, the assistive device is limited to only one type
of hand gesture detection. To include more hand gestures for the interactive features,
a further investigation with BVI people and teachers in special education school for
the blind need to be conducted to obtainmore insight on their reading and exploration
behaviour with tactile graphics.
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Table 3 Conditions to trigger the interactive area

No Conditions Description
1 Index fingertip must be 

inside the interactive 

area

To determine if the position of index fingertip is 

inside the interactive area or not: 

• Firstly, the xy-coordinates of index fingertip 

has been extracted from the hand landmark 

(refer as INDEX_FINGER_TIP). 

• The position of x and y-coordinates must with-

in the range of width and height of the interac-

tive are. The range are defined as follows: 

o Width: P1 (x-coordinate) to P2 (x-

coordinates)

o Height: P1 (y-coordinate) to P2 (y-

coordinates)

• For example:  

2 Index and middle finger-

tip must be kept close 

together

To determine if the index and middle fingertips are 

kept close together: 

• Firstly, the xy-coordinates of index fingertip 

(refer as INDEX_FINGER_TIP) and middle 

fingertip (refer as MIDDLE_FINGER_TIP) 

have been extracted from the hand landmark. 

• The Python math.hypot() function has been 

used to calculate the Euclidean distance be-

tween and middle fingertip in pixel unit. 

• The Euclidean distance must be less than 50 

pixel which indicate that both fingertips are 

close together.

P1 (200 px, 200 px)

P2 (700 px, 400 px)

P3 (400 px, 300 px)

INDEX_FINGER_TIP‘s

(P3) coordinates are within 

the range of width and 

height of the interactive 

area

6 Conclusion

In this paper, a system to detect and track both hands and multiple fingers during
tactile graphics reading and exploration has been developed. The system developed
using the MediaPipe Hand solution has shown a precise detection of 21 hand land-
marks localization in real-time. Left and right hand can also be classified by the



422 M. I. H. Shamsul Bahrin et al.

system after the position of thumb and pinky fingertip of each hand have been differ-
entiated based on the proposed method. Based on the benchmark experiment, the
system works best when hands are within the camera field of view. If the hand palm
is half out of camera field of view, the detection and tracking accuracy will drop.
Therefore, it is important to place the camera at suitable height to ensure the hands
can be well detected and tracked on tactile graphics materials.

Besides that, a preliminary design of an assistive device has been demonstrated
to highlight how the MediaPipe Hand solution can be implemented for developing
interactive assistive device for tactile graphic reading and exploration. Such assistive
device can benefit the BVI people to gain more access to graphical information in
tactile format. However, further investigation needs to be conducted with BVI people
validate the practicality of the assistive device. Moreover, this method can also be
used to further investigate tactile graphics reading behavior of the BVI people. This
will lead towards a design of gestural interaction which can be included for the future
assistive device.
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Assembly Sequence Optimization Using
the Bees Algorithm

Shafie Kamaruddin , Nabilah Azmi, and Nor Aiman Sukindar

Abstract The determination of the assembly sequence is an important decision in
assembly planning. Optimum sequence selection is challenging because of several
reasons such as optimization criteria and precedence constraints. Furthermore, a
product can be assembled in many different alternatives in accordance with different
sequences, thereby making the optimization of assembly sequences a multi-modal
solution optimization problem. To allow the process planner to decide, unique
optimum solutions are required to be develop as much as possible. In this study,
the assembly sequence of a product was optimized by applying an algorithm known
as the Bees Algorithm. To assess the performance of this Algorithm, the results are
comparedwith results found by other algorithms. It is shown that, theBeesAlgorithm
obtained similar optimum fitness value with other algorithms but with the greatest
number of optimal assembly sequences. As a result, the Bees Algorithm outperforms
other algorithms in dealing with the multi-modal optimization problem of assembly
sequence optimization.

Keywords Bees Algorithm · Assembly sequence planning · Optimization

1 Introduction

In the past few years, the production rate in the industry is increasing due to the
increase in demand from customers. Thus, the assembly process of a product needs
to be more effective and efficient to reduce cost and manufacturing time. Assembly
process planning is a process of deciding the best sequence during product assembly
[1].Moreover, findingmultiple solutions for assembly sequence is necessary to obtain
the optimal solution. The criterion of optimal solution includes less assembly time,
labour cost, energy consumption, and waste material. Nowadays, researchers are
working on finding and studying the most effective way to solve complex problems
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in the industry. Then, the researchers finally came up with different types of opti-
mization methods that able to solve optimization problems [2]. The most common
method to solve these assembly process problems is using optimization algorithms.
There are many types of optimization algorithms which are Evolutionary Algorithm
(EA), Flower Pollination Algorithm (FPA), Genetics Algorithm (GA), Ant Colony
Optimization (ACO) Algorithm, Bees Algorithm (BA), Artificial Bee Colony (ABC)
algorithm and Firefly Algorithm (FA). The Bees Algorithm is one of the well-known
optimization algorithms where it has been used to solve many problems. It is a
population-based search, and it mimics the food foraging behaviour of the bee’s
colony in nature [3]. In this study, a problem known asmotor drive assembly problem
was selected to find the optimal assembly sequence. For this problem, there are prece-
dence constraints in finding the optimal assembly sequence of the motor drive [4].
Therefore, components that need to be the predecessor and successor for the assembly
process must be considered so that feasible assembly sequences can be obtained.

The remaining of this paper is as follows. Next section describes an overview of
optimization assembly sequence planning, the bees in nature, theBeesAlgorithm and
description of motor assembly problem. Then, the methodology section describes
approach adopted for this study. Section results and discussion describes the results
of comparison of the Bees Algorithm with other algorithms. Finally, the last section
concludes and presents scope for future work.

2 Literature Review

2.1 Optimization of Assembly Sequence Planning

This section describes different optimization algorithms that have been used for
assembly sequence planning. Genetic Algorithm (GA) is one of the earliest methods
used to find optimal solution. It was reported that the GA found a valid assembly
plan, but it does not ensure optimal plan and the search progress was slow [4].
Other algorithms for assembly sequence planning are Particle Swarm Optimization
(PSO) algorithm, FireflyAlgorithm (FA) andArtificial BeeColony (ABC) algorithm.
The ABC algorithm is an algorithm that is almost similar with the Bees Algorithm
because both are inspired by food foraging behavior of bees in nature. However, the
Bees Algorithm and the ABC algorithm are different in term of work mechanism.
Previously, several ABC algorithm based approaches had been reported in solving
assembly sequence planning [5, 6]. The finding of these studies show it is efficient
and effective for this problem. To date, there are several studies using ABC algorithm
but there is still lack of study using the Bees Algorithm. Thus, these studies highlight
the need to implement the Bees Algorithm for assembly sequence planning.
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2.2 Bees in Nature

During the harvesting season, a part of the honeybees in the hive called scout bees
will be sent to find promising flower patches around the field near the hive. The
flower patches are their source of food and contain nectar. The scout bees will visit
the nectar that is high in volume, easy to get, and abundant in sugar content and
the bees will move from one patch to another while gathering information [3]. After
returning to the hive, the scout bees who found high-quality flower patches will go
to the ‘dance floor’ in front of the hive and do the ‘waggle dance’ [7]. This dance is
a way the bees communicate with each other, and all the information gathered will
be delivered here. There are three important of information delivered, which are the
direction to the flower patches, the distance between the flower patches to the hive,
and the quality rating of the nectar [3]. This dance enables the rest of the bees to
evaluate the quality of the nectar and the amount of energy needed to gain it. After
the ‘waggle dance’ is done, the scout bees will go back to the flower patches with
the follower bees (the other bees in the hive). The greater number of bees being sent
to the flower patches, the more efficient the process. Hence, the bees will be able to
collect the food quickly. Next, the bees will monitor their food level, if the patch is
good to be the food resource, they will recruit more bees to go to the source [3].

2.3 The Bees Algorithm

The Bees Algorithm is a nature-inspired algorithm inspired by the natural behaviour
of honeybees to find the best solution in obtaining food sources The flow chart of the
Bees Algorithm is shown in Fig. 1 [8]. The algorithm begins with dispatching several
scout bees (ns) randomly in the search space. The process then continues with the
fitness evaluation, where the sites visited by the scout bees (ns) will be evaluated and
sorted based on fitness values. The best sites based on fitness value are named as the
selected sites (m). Them sites are classified into two subsites which are the best sites
(nb-ne) and elite sites (ne). Then, at the local search stage of the algorithm,more bees
are recruited to search in the best sites (nb-ne) and the elite sites (ne). The parameters
for recruited bees for the best sites and elite sites are nrb and nre respectively. The
number of recruited bees for elite sites (nre) are larger than the number of recruited
bees for best sites (nre). After that, the process proceeds with the global search which
is a random search process at the non-best sites (ns-ne). Finally, the best recruited
bee from each site form new population with the global search and sorted according
to fitness value. While stopping criteria is not been met, the process will be repeated
until the global optimum solution is found [9]. The stopping criterion is either the
completion of a predefined number of evolution cycles or the location of a solution
of fitness above a predefined threshold. In addition, the probability of getting the
optimum solution in the Bees Algorithm will be high when more bees are recruited
for searching in the elite sites (ne) [10].
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Fig. 1 Flow chart of the
Bees Algorithm

Based on the results, the Bees Algorithm yielded more optimal assembly
sequences for the motor drive assembly problem. The fitness value obtained for
both 500 iterations and 2000 iterations are 0.2. This fitness value is similar as found
by Mishra and Deb (2019), where the fitness value is also 0.2.

2.4 Motor Drive Assembly

This section describes the details of themotor drive assembly problem [4]. Themotor
drive consists of 12 components (Fig. 2). Table 1 shows the list of grippers and tools
used in the assembly adapted from Mishra and Deb (2019). Part No. 1 has been
chosen as the base of the components. Table 2 shows the precedence relationships
between the parts in the motor drive assembly [4]. The precedence matrix shows the
detailed set of predecessor and successor parts. The first column of the table shows
that Part No. 1 is the predecessor of all components. The assembly directions in the
Table 2 and the tool name in the Table 3 were used to calculate the Fitness Function
(fitness value).
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Fig. 2 Motor drive assembly [4]

Table 1 List of tool and
grippers used in motor drive
assembly [4]

Part no. Part name Tool/gripper name

1 Motor base Two-finger parallel gripper

2 Bushing_1 Two-finger parallel gripper

3 Motor Two-finger parallel gripper

4 Motor Two-finger adaptive gripper

5 End plate Two-finger adaptive gripper

6 Sensor Two-finger parallel gripper

7 Cover Slotted screwdriver no. 1

8 Motor screw_1 Allen key

9 End plate screw_1 Slotted screwdriver no. 2

10 Cover screw_1 Philips screwdriver

11 Stand off_1 Open end wrench

12 Grommet Hammer
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Table 2 Precedence matrix for motor drive assembly [4]

1 2 3 4 5 6 7 8 9 10 11 12

1 0 0 0 0 0 0 0 0 0 0 0 0

2 1 0 0 0 0 0 0 0 0 0 0 0

3 1 0 0 0 0 0 0 0 0 0 0 0

4 1 1 1 0 1 0 1 1 0 0 0 0

5 1 0 0 0 0 0 0 0 0 0 0 0

6 1 1 1 1 1 0 1 1 1 0 1 1

7 1 0 1 0 0 0 0 0 0 0 0 0

8 1 0 0 0 1 0 0 0 0 0 0 0

9 1 1 1 1 1 0 1 1 0 0 1 0

10 1 1 1 1 1 1 1 1 1 0 1 1

11 1 0 0 0 0 0 0 0 0 0 0 0

12 1 1 1 1 1 0 1 1 1 0 1 0

Assembly directions −z −z −z −z −z +z −z +x −z −y −z −y

Table 3 Parameters of the Bees Algorithm

Set ns ne m nre nrb

1 10 3 5 7 3

2 10 2 5 6 4

3 10 1 5 9 1

4 10 4 5 7 3

5 10 3 6 6 4

6 10 3 6 7 3

7 10 2 6 6 4

8 10 1 7 8 2

9 10 5 6 8 2

10 10 3 7 7 3

3 Methodology

The Bees Algorithmwas run using a software known asR software. A computer with
processor Intel(R) Core (TM) i5-7200U CPU@ 2.50 GHz, 8 GB RAM was used to
run the R software. Then, the Bees Algorithm was iterated for 100 times for each set
of parameters. The parameters used by the Bees Algorithm for this study is shown
in Table 3. To find the optimum sequence, the fitness function of the sequences was
calculated based on the number of direction changes and the number tool changes in
the sequences as described in the next section. A sequence with lower value of fitness
function is considered better sequence. The parameters of the Bees Algorithm were
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Table 4 Optimal assembly sequence after 100 iterations

No. 1 2 3 4 5 6 7 8 9 10 11 12 Fitness function

1 1 3 2 8 5 7 11 4 9 12 6 10 0.2000

2 1 2 3 5 8 7 11 4 9 12 6 10 0.2000

3 1 3 2 11 7 5 8 4 9 12 6 10 0.2000

4 1 3 2 5 11 7 8 4 9 12 6 10 0.2000

5 1 3 2 5 8 11 7 4 9 12 6 10 0.2000

6 1 2 3 5 8 11 7 4 9 12 6 10 0.2000

7 1 2 3 8 11 5 7 4 9 12 6 10 0.2000

8 1 2 3 11 5 7 8 4 9 12 6 10 0.2000

9 1 2 3 5 7 8 11 4 9 12 6 10 0.2000

10 1 2 3 11 8 5 7 4 9 12 6 10 0.2000

11 1 2 3 11 7 5 8 4 9 12 6 10 0.2000

set based on several general rules. The number of scout bees (ns) are same for all
set of parameters. The elite sites (ne) are the subsets of the best sites (m). Thus, elite
sites (ne) should be less than the best sites (nb-ne). The number of recruited bees
(nre) for the elite sites should be more than the number of recruited bees (nrb) for
best sites. All parameters were run at 100 iterations and the optimal sequences are
recorded in Table 4. The parameters which yielded the highest number of optimal
assembly sequence was selected for comparing with other algorithms. Finally, the
selected parameters were used to run the Bees Algorithm where the population size
is set to 20 and iterated for 500 and 2000 times.

3.1 Calculating Fitness Function

The main objective of this study is to find the optimal assembly sequence of motor
assembly problem. This optimal assembly sequence is based on two important factors
which are total number of direction changes and total number of tool changes during
the assembly process. An assembly process with less tool changes and less direction
changes reducesmanufacturing cost and time [11–14]. Thus, to evaluate the assembly
sequence, a fitness function (FF) has been established as in Eq. 1.

FF = 1

(wx ∗ Total no. of direction changes + (wy ∗ Total no.of tool changes − feasibility index )
(1)

The total number of direction changes and total number of tool changes are as
stated Eq. 2 and Eq. 4 respectively.

Total number of direction changes =
∑n−1

i=1

(
dir_changei,i+1

)
(2)
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(
dir_changei,i+1

) =
{
0, i f assembly_diri = i f assembly_diri+1

1, otherwise
(3)

Total number of tool changes =
∑n−1

i=1

(
tool_changei,i+1

)
(4)

(
tool_changei,i+1

) =
{
0, i f tool_numberi = i f tool_numberi+1

1, otherwise
(5)

where, n is the number of components in the assembly, dir_changei,i+1 indi-
cates the change in direction of the assembly for two consecutive assembly oper-
ations, assembly_diri+1 indicates the assembly direction of component number
i, tool_changei,i+1 indicates the change in assembly tool for two consecutive
assembly operations and tool_numberi indicates the number of tools required for
handling/insertion of component number i.

feasibility index =
{
0, i f the assembly sequence is f easible

1, otherwise
(6)

4 Result and Discussion

Based on the result of sequences yielded by each set of parameters, the set of param-
eter number 10 obtained the greatest number of optimal assembly sequence which
are 11 sequences as shown in the Table 4. Then, this set of parameters was used
as the parameters to run the Bees Algorithm at 500 iterations and 2000 iterations
for comparing the result with other algorithms. Table 5 shows the results of the
experiment after 500 iterations and the overall fitness value comparing with other
algorithms. The maximum number of optimal assembly sequences obtained are 13
sequences. For the next experiment, the same set of parameters was used with popu-
lation size of 20 and 2000 iterations. The result of this experiment is recorded in
Table 6.

Table 5 Result after 500 iterations comparing with other algorithms

Part no. GA ACO IHS FPA BA

Optimum fitness value 0.2000 0.2000 0.2000 0.2000 0.2000

Optimum number of direction changes 9 9 9 9 9

Optimum number of tool changes 5 5 5 5 5

Average fitness value 0.2000 0.1991 0.1891 0.1909 0.2055

Max. number of optimal assembly sequence 4 9 8 9 13



Assembly Sequence Optimization Using the Bees Algorithm 431

Based on the results, the Bees Algorithm yielded more optimal assembly
sequences for the motor drive assembly problem. The fitness value obtained for
both 500 iterations and 2000 iterations are 0.2. This fitness value is similar as found
by Mishra and Deb (2019), where the fitness value is also 0.2. Thus, this demon-
strates the ability of the Bees Algorithm to find optimal solution for this type of
problem. Moreover, based on the fitness value, it shows that the optimal assembly
sequences provided the least direction changes and tool changes which means the
time consumed to assemble the motor drive becomes less. After 500 iterations with
the population size of 20, the BeesAlgorithm yielded 13 optimal assembly sequences
compared to other algorithms as shown in the Table 5. For 2000 iterations, the
Bees Algorithm found 18 optimal assembly sequences compared to other algorithms
(Table 6). Despite all algorithms yielded similar fitness value but the Bees Algorithm
found more optimal assembly sequences.

Figure 3 shows the comparison of optimal assembly sequences of the Bees Algo-
rithm with other algorithms [4]. Based on this comparison, GA and ACO found
similar optimal sequences at different iterations. Meanwhile, IHS, FPA and the Bees
Algorithm found a greater number of optimal sequences at higher number of itera-
tions. At 2000 iterations with the population size of 20, the Bees Algorithm obtained
the largest number of optimal assembly sequence for the motor drive assembly
problem. The number of sequences is 18, with fitness value of 0.2. In general, it
seems that at higher number of iterations there is a possibility for the Bees Algo-
rithm to yield more optimal assembly sequences. In addition, there is a significant
difference in the number of optimal assembly sequences obtained by the Bees Algo-
rithm compared to other algorithms. A possible explanation for this might be the
ability of the Bees Algorithm to do local search and global search, thus yielded more
possible sequences with the optimal fitness value of 0.2. The global search provided
by the Bees Algorithm caused the sequences found at the non-best sites with the
fitness value of 0.2222 to rearrange and form the new optimal sequences with the
fitness value of 0.2. Moreover, better sequences with lower fitness value could be
obtained if there is no restriction in optimizing the assembly sequence. The reason
is because the restrictions in solving the problem will restrict the ability of the Bees
Algorithm to do local search and global search. Thus, the Bees Algorithm has a
bigger potential in solving infinite optimization problem.

Table 6 Result after 2000 iterations comparing with other algorithms

Part no. GA ACO IHS FPA BA

Optimum fitness value 0.2000 0.2000 0.2000 0.2000 0.2000

Optimum number of direction changes 9 9 9 9 9

Optimum number of tool changes 5 5 5 5 5

Average fitness value 0.2000 0.1952 0.1894 0.1894 0.2022

Max. number of optimal assembly sequence 4 9 12 15 18
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Fig. 3 Comparison of optimal assembly sequences

5 Conclusion

This study has shown that the Bees Algorithm has been successfully applied to
this motor drive assembly problem. The optimal fitness value and optimal assembly
sequences have been obtained. Then, the result obtained by the Bees Algorithm
has been compared with the result obtained by other algorithms such as Genetic
Algorithm (GA), Ant Colony Optimization Algorithm (ACO), Improved Harmony
Search Algorithm (IHS), and Flower Pollination Algorithm (FPA) which reported
by Mishra and Deb (2019). In the comparison, it shows that Bees Algorithm found
similar fitness value as found by other algorithms which is 0.2. Another significant
finding to emerge from this study is that the Bees Algorithm found higher number of
optimal assembly sequences at 500 iterations and 2000 iterations. This new finding
should help to improve the decision making in the industry for this type of problem.
Using the Bees Algorithm, the assembly sequence of a product can be optimized
and give benefits in reducing energy, time, and cost of assembling a product. Finally,
further research should be undertaken to explore the performance of the Bees Algo-
rithm on solving more complex problem such as adding larger number of parts and
reduce the precedence constraints.
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The Application of Conjugate Gradient
Method to Motion Control of Robotic
Manipulators

Ibrahim M. Sulaiman, Maulana Malik, Wed Giyarti, Mustafa Mamat,
Mohd Asrul Hery Ibrahim, and Muhammad Zaini Ahmad

Abstract Many industrial and engineering problems are transformed into opti-
mization problems and solved using various numerical based methods. One of the
frequently usedmethod is the Steepest descent algorithmwhich converge to the solu-
tion in only one iteration, given the current point and provided the quadratic function
is positive definite. However, this method is not suitable for large scale functions
because of lack of gradient information and high computational cost. This study
aims to suggest a new conjugate gradient algorithm for motion control of robotic
manipulators and unconstrained optimization models. The convergence result of the
new algorithm would be discussed under some suitable conditions. Computational
simulations are carried out on the discrete-time kinematics equation of a two-joint
planar robot manipulator to illustrates the efficiency of the algorithm. The algorithm
was further extended to unconstrained optimization problems in addition to motion
control of robotic manipulators. Preliminary results prove that the new algorithm is
efficient compared to the existing CG algorithm. The comparisons are made using
the set of 50 standard benchmark functions including number of iterations and CPU
time.
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Keywords Unconstrained optimization · Robotic motion control · Line search
techniques · Convergence analysis

1 Introduction

Robotic manipulators (see, Fig. 1) are machines whose grasping device is used in
manipulating materials without the operator having any direct physical contact with
the machine.

These devices are often found in manufacturing procedures for example; painting
and spot welding, and can execute monotonous tasks effectively and at a rate which
is faster when compared to human operators [1]. To achieve an efficient result, the
velocities and positions of the manipulators’ end-effector are digitally controlled
[2]. A separate position control system is often used to position each motion of
the manipulator. Due to its important industrial applications, numerous literatures
consider designing simple and efficient practical controllers that can give optimal
controlled performance [3–5]. For instance, [6] considered Jacobianmatrix kinematic
characteristics andLagrangian equation to develop an algorithm thatwould formulate
the joint space dynamicmodel for predictingmotion of consideredmanipulator hand.
Other literatures also considered other approaches for predicting the motion of end
effector (see [7–9]). However, most of these models are based on Kane, Lagrange,
Newton Euler, or other approaches whose dynamics and kinematics of robot arms
(multiple-link) are obtained and transform as follows:

H(q)q̈ + C(q, q̇) + G(q) + K (q)T M = T (1)

where H represent the inertia matrix, q is robot joint angles vector; C denote the
matrix stipulating the Coriolis and centrifugal effects. Also, G represent the vector
that specify the effects of gravity, and K is the Jacobean matrix relating the joint
torques toM [10]. Equation (1) does not entail themuch-needed connectionswith the
suppose drive system and thus, cannot be regarded as sufficient when representing
the dominant dynamics of the plant. Based on the matrix-based approach presented

Fig. 1 Robotic manipulator
[1]
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in the existing literatures, many researchers employ other gradient-type method to
investigate the motion control for various robotic manipulators. Recently, several
studies considered the CG method for problems of joint planar robotic manipulator.
Awwal et al. [11] applied a projection derivative-free iterative methods to solve
problem of motion control with regards to two planar robot and [12] considered a
derivative-free CG approach for motion control of robot manipulator. Also, [13] and
[14] studied the CG technique for unconstrained optimization with application to
problem of motion control.

The CG method is an iterative process generating the sequence {xk} ⊂ Rn via the
formula given below:

xk+1 = xk + αkdk, k = 0, 1, 2, . . . (2)

with the step size denoted as αk is computed along the search direction dk [15]. This
direction reduces to the classical steepest descent method if k = 0, i.e., dk = −gk .
However, subsequent directions are computation as follows; k ≥ 0,

dk = −gk + βkdk−1. (3)

Here, g(x) = ∇ f (x) represent the gradient and βk denote the conjugate gradient
parameter that differentiate the CG algorithms. Among the classical CG method
includes Polak-Ribière (PRP) [16] and Rivaie et al. [17] with formula as follows

β PRP
k = gTk yk−1

gTk−1gk−1
, βRMI L

k = gTk yk−1

dT
k−1dk−1

.

where yk−1 = gk − gk−1 The method possesses the restart properties and their
convergence analysis have been studied by several researchers. For recent studies on
this topic (see; [18–27]).

Motivated by the literature discussed above, this paper tends to present a modified
CG algorithm for solving problems of motion control for robotic manipulators. The
proposed method would further be extended to solve unconstrained optimization
benchmark problems. In the subsequent section, the proposed CG algorithm would
be defined and its convergence analysis established. Section 3 present the solution for
problems of robotic motion control in addition to results based on some benchmark
optimization test problems. Finally, the conclusion in given in Sect. 4.

2 New Method and Algorithm

Recently, [28] extended the PRP [16] method to define a new direction of search for
the CG algorithm with formula as follows.
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dk = −gk + β PRP
k dk−1 − θk yk−1, k = 0, 1, 2, . . . (4)

where θk = gTk gk−1

‖gk−1‖2 . The convergence result of this method was established under
some suitable Armijo-type line search conditions. Result of numerical experiment
demonstrate the robustness of the method. Based on the idea of [17, 28], we define
a search direction for the CG algorithm as follows:

dk =
{−gk, k = 0

−gk + ‖gk‖2
dT
k−1dk−1

· dk−1 + gTk gk−1

dT
k−1dk−1

· dk−1, k ≥ 1
(5)

Next, we present algorithm for our proposed search direction below.

Algorithm 1. Algorithm for new search direction
Step 1. Starting with an initial guess x0εRn , set k = 0.
Step 2. Compute for αk using the exact line search with formula as follows:

f (xk + αkdk) = min
k≥0 f (xk + αdk). (6)

Step 3. Update next iterative point via (2).
Step 4. Update dk by (5).
Step 5. If ‖gk‖ ≤ 10−6, terminate the process. Else, return to the second step by
applying the next k.

2.1 Convergence Analysis

For convergence analysis of the CG method, we consider the assumption defined
below.

Assumption A.

I. The level set � = {x ∈ Rn \ f (x) ≤ f (x0)} is bounded.
II. The gradient g(x) is Lipchitz continuous in some neighborhood N of �, in the

sense that, a constant L > 0 exist that satisfy;

‖g(x) − g(y)‖ ≤ L‖x − y‖∀x, y ∈ N (7)

Remark 2.1 Since exact line search was considered in this study, then, from (5), it
is obvious that

gTk dk = −‖gk‖2 and ‖gk‖ ≤ ‖dk‖. (8)

This implies the proposed algorithm (5) possess the descent property under the
exact minimization rule.
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3 Numerical Experiments

This part presents the experimental performance of the new algorithm on problem of
motion control for robotic manipulators and unconstrained optimization benchmark
models.

To demonstrate the proficiency of the new algorithm, the performance was
compared with that of Wei-Yao-Liu (WYL) [29] CG coefficient under exact mini-
mization condition. All algorithms are coded in MATLAB R2018a subroutine
program, and run on an Intel Corei7 MacBook pro computer with RAM 4.00 GM.

3.1 Problem of Motion Control for Robotic Manipulator

One indicator of a good method is that it is applicable to real problems. The new
algorithm was employed to examine the motion control problem. As describe in [13,
30], the two-joint planar robot manipulators’ discrete-time kinematics equation at
the position level is expressed as:

f(ϑk) = qk, (9)

with qk ∈ R
2 representing the end effector position vector, ϑk ∈ R

2 represent the
joint angle vector, while the kinematics function is defined by f(·) and formulated as
follows:

f(ϑ) =
[
l1 cos(ϑ1) + l2 cos(ϑ1 + ϑ2)

l1 sin(ϑ1) + l2 sin(ϑ1 + ϑ2)

]
, (10)

where l1 is the first rod length and l2 is the second rod length. The problem of robotic
motion control can be defined as nonlinear least square problem:

min
qk∈R2

1

2

∥∥qdk − qk
∥∥2

, (11)

where qdk control the end-effector when tracking a Lissajous curve, and represented
as follows:

qdk =
[

0.2 sin
(

π tk
5

) + 1.5

0.2 sin
( 2π tk

5 + π
3

) +
√
3
2

]
. (12)

The initial point of the joint angle vector is chosen as ϑ0 = [
0, π

3

]T
. For the length

of rod, we set l1 = l2 = 1, and the time duration in [0, 10] is divided into 200 parts.
MATLAB R2018a software is used to obtain the numerical results of the problem.
The experimental results are presented in Figs. 2(a), (b), 3(a) and (b). Figure 2(a)
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Fig. 2 a Robot trajectories b End effector trajectory and desired path

Fig. 3 a Residual error on the horizontal x-axis b Residual error on the vertical y-axis

shows the robot trajectories synthesized by our new algorithm,while Fig. 2(b) depicts
effector trajectory and desired path. Figure 3 demonstrates the trailing error in x and
y axes. Based on the Fig. 2, we can see that the newmethod can be solving the robotic
motion control problem and fromFig. 3(a) present the residual error on the horizontal
x-axis while Fig. 3(b) depicts the residual error on the vertical y-axis whose trailing
error are below 10−6. Hence, we can conclude by saying the proposed technique is
effective for solving robotic motion control problem.

3.2 Unconstrained Optimization Problems

Theproposedmethodwas applied to solve different unconstrained optimization prob-
lems with stopping criteria set as

∥∥gk∥∥ < 10−6. The benchmark problems considered



The Application of Conjugate Gradient Method … 441

for this study as presented in Table 1 are from Andrei [31] and Jamil-Yang [32]. The
obtained results are demonstrated in the term iteration number and CPU time.

The performance profile of the new method and WYL method are presented in
Figs. 4 and 5. Figure 4 present the performance profile with respect to iteration
number and Fig. 5 with respect to CPU time. The tool was suggested by Dolan and
More [33].

Suppose there exist np problems and ns solvers, then, for every s and p, the
study defined τp,s as the required time (based on iteration number and CPU time)
to compute needed to apply solver s to solve problem p. Based on the algorithms
considered in the study, the figures illustrate the part P of the problems such that the
algorithm lies in neighbourhood of the factor of τ of the fastest time. In general, the

Table 1 Test functions

No Functions No Functions

1 DENSCHNA 26 Quartic

2 Extended Rosenbrock 27 Matyas

3 ENGVAL8 28 Colville

4 Extended Beale 29 El-Attar-Vidyasagar-Dutta

5 Raydan 1 30 Sphere

6 Extended Tridiagonal 1 31 Sum Squares

7 DENSCHNF 32 Extended White & Holst

8 Extended Himmelblau 33 DENSCHNC

9 FLETCHCR 34 Diagonal 4

10 NONSCOMP 35 Zirilli or Aluffi-Pentini’s

11 Extended DENSCHNB 36 Staircase S2

12 Extended Penalty 37 Hager

13 Staircase S3 38 Extended Block-Diagonal BD1

14 Extended Maratos 39 Extended quadratic penalty QP1

15 Generalized Tridiagonal 2 40 Tridiagonal White & Holst

16 Trecanni 41 ENGVAL1

17 Wayburn Seader 1 42 Extended Freudenstein & Roth

18 Shallow 43 Linear Perturbed

18 Generalized Quartic 44 QUARTICM

20 Quadratic QF2 45 Brent

21 Generalized Tridiagonal 1 46 Deckkers-Aarts

22 Booth 47 Dixon and Price

23 Quadratic QF1 48 Rotated Ellipse 2

24 Extended quadratic penalty QP2 49 Zettl

25 HIMMELBH 50 Staircase S1
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Fig. 4 Performance profile
based on number of
iterations

Fig. 5 Performance profile
based on CPU time

method at the top is the best method. The top curve shows the algorithm that solves
majority of the problems at the best iteration and CPU time.

From Figs. 4 and 5, we can see the profile of the new algorithm at the top from the
WYL curve. Hence, we can say the new algorithm perform better thanWYLmethod
based on number of iterations and CPU time under the test functions given.

4 Conclusion

In this study, a modified CG parameter is suggested and its performance on motion
control of roboticmanipulators and benchmark problems is investigated. The conver-
gence analysis of the new algorithm was established under suitable exact mini-
mization condition. The algorithm was employed to solve the problem of robotic
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motion control, and further generalized to unconstrained optimization benchmark
problems. The result from numerical simulation shows the robot trajectories synthe-
sized, desired path and effector trajectory for the manipulators. Also, the results
based on the test functions illustrates that the proposed algorithm is very efficient
and competitive compared to the WYL CG method in terms of iteration number
and CPU time. In the future studies, researchers can investigate the performance of
this new approach using the inexact line search with application to image recovery
problems.
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Analysis of Multiple Prediction
Techniques of Received Signal Strength
to Reduce Surveying Effort in Indoor
Positioning

Mohd Amiruddin Abd Rahman, Caceja Elyca Anak Bundak,
and Muhammad Khalis Abdul Karim

Abstract Received Signal Strength is the measure of attenuation of electromag-
netic signals emitted by the access point, reaching the receiver after traveling some
distance. This work used the attenuation of Wireless Local Area Network signals
propagated through the air for the purpose of indoor positioning. Previous research
had shown some problems such as indoor mapping requires human effort and are
time-consuming. Furthermore, received signal strength for different indoor condi-
tionsmay vary such that constant calibration and new acquisition for unknown indoor
locations is required. An approach to reduce manual acquisition is by employing
prediction algorithms. In this work, an analysis on prediction techniques used predict
the RSS is analyzed in the context on indoor positioning. First, to determine the
optimum training size for the models, the models are given different training size.
Then the models are evaluated based on the similarity of signal pattern predicted and
the error between the predicted signal and real signal. In conclusion, the random func-
tion model showed best estimation for signal for most of the tested signal received
at certain distances from the transmitter. The optimum training size found for all the
prediction models are 1100 out of 1200 data. It is also found that for a very noisy
data set, the minimum training size for best result are at 900 out of 1200. Bayesian
Support Vector Regression outperforms other models in terms of root mean square
error.
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1 Introduction

Today, the emergence of smart phones application that utilizes mobile applications
to access the positioning technology is available. The currently available positioning
utilizes satellite technology. Examples of satellite navigations includes Global Posi-
tioning System (GPS) [1], Global Navigation Satellite System (GLONASS) and
many more. The positioning system is widely used in many mobile applications to
provide location services such as Google Maps and Waze. However, the usage of
GPS in an indoor environment is inaccurate due to poor signal received due to multi-
path reflection and signal blockage from buildings [2]. Therefore, other technologies
such as magnetic field, Wireless Local Area Network (WLAN), and Bluetooth is
used for indoor positioning system.

This paper is focused on the technique of indoor localization using WLAN. The
technology ofWLAN positioning is based onmatching the Received Signal Strength
(RSS) that is collected during the training phase and with the one that is seen by the
user during the testing phase. This technique is called as fingerprinting. However,
the RSS forWLANs indoor is affected by many factors especially in complex indoor
environments. The infrastructural disturbance causes significant multipath effect for
radio signal propagation. Moreover, random error that are induced by mobile device
user such as attenuation of the human body, receiver hardware orientation reduces the
indoor positioning accuracy. When RSS is employed in a real indoor environment,
the RSS will have severe variation which subjects to the real time environment
condition and infrastructure within the indoor environment. Multipath effect due to
those infrastructural disturbances and user induced attenuations are significant to the
result obtained. Hence a general approach is to consider the errors as noise and mean
signal filter is used to reduce the noise. This method has limited the performance of
an indoor positioning system as RSS recorded offline might have a high chance of
mismatching to the online RSS due to the real time environment when the data is
taken. Since WLAN RSS is very different for every indoor environment, mapping
and constant calibration of RSS is needed for high quality indoor positioning system.

To map the RSS of an indoor positioning, the RSS of multiple access point at
multiple location need to be measured and recorded. This causes low efficiency
as it is both time and power consuming. Hence, we propose multiple prediction
techniques to automate or to reduce the human power in collecting the raw data of
WLAN RSS. This paper makes the following contributions. i) To investigate the
pattern of predicted signals by 4 different prediction models at different distance
away from the access point, ii) To study the performance of all the prediction models
at different train size, iii) To evaluate the performance of the prediction models at
different distance away from the access point.
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2 Signal Prediction Algorithms

After the RSS dataset is collected during the training phase, it is segmented to be
used as validation set and training sets. The following sections explains 4 models
used in approach to predict the signal pattern.

2.1 Mean Function

TheMean function is assumed as the representation of the controlled set of prediction,
which the function calculates the mean of the training set and project the value as
prediction for the testing signals, hence the output pattern plot will be a straight line.
For the mean model, by setting the mean function to calculate the mean for training
set size Q. The total training set is 1 to Q. The predicted signal is then compared
to the signal from (Q + 1)th to the last signal for performance. The mean function
could be written as:

xMean = mean(T(1 : Q); (1)

where xMean is the output variable containing the mean for 1 to N where N is
representing the training size required and T is the table containing the filtered raw
data. The root mean square of the mean function is then calculated by using:

RMSEMean =
√

1

N

∑N

i
(
(
xMean − realsignal(i))2

)
(2)

where i is first number of testing data, and N is the 1200.

2.2 Mode Function

The comparison of mode function compared to the mean function is that the mean
function may output a value which is not whole numbers, while mode function
generateswhole number outcomeswhich in turn reduces the error. TheMode function
that calculate the mode of the training set, outputs a whole numbered straight-line
plot. For the mode model, by setting the mode function to calculate the mode for
training set size N the training set is 1st signal to the Nth signal, the predicted signal
is then compared to the signal from (N+ 1)th to the last signal for performance. The
mode function could be described as:

xMode = mode(realSignal(1 : N); (3)
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where xMode is the output variable containing themean for 1 toNwhereN represents
the training size required and realSignal is the filtered raw data. The root mean square
of the mode function is then can be calculated by using:

RMSEMode =
√

1

N

∑N

i
((xMode − realsignal(i))2) (4)

where i is first number of testing data, and N is the 1200.

2.3 Random Function

The Random Function is aimed to be able to describe the fluctuation of the signals.
The Random Function is designed to replicate real time fluctuation of received signal
strength. To generate the Random Function model, the raw data is analyzed using an
algorithmwhich outputs the total recorded occurrence of each signal over time t, then
from the occurrence, the probability of occurrence of each signal can be obtained.
Algorithm 1 describes the random function algorithm.

Algorithm 1: Random function
Input: filtered data from FilterScript

Output: structure psignal containing information of signals and relative probability.

1: initialize d=1;

2: for signal= -90 to -20 do{

3: for a=1:N do{

4: if realSignal(a)==signal do{

5: freq=freq+1;}} /*checks how many occurrence*/

6: end for statement

7: psig(d,1).signal= signal;

8: psig(d,1).freq=freq;

9:d=d+1;

10:end for statement

The algorithm obtains real signal of 1 to N and groups it according to each single
signal value from−90 to –20 dB according to observed occurrence frequency of each
signal. The probability of occurrence of each signal is calculated as in Algorithm 2.
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Algorithm 2:  Probability of signal occurrence
Input: filtered data from FilterScript, mode of the selected data xm.

Output: structure psignal containing information of signals and relative probability.

1: initialize d=1;

2: for signal=( xm-2 : xm+2) do{

3: for a=1:N do{

4: if realSignal(a)==signal do{

5: freq=freq+1;}} /*checks how many occurrence*/

6: end for statement

7: psig(d,1).signal= signal;

8: psig(d,1).freq=freq;

9:d=d+1;

10:end for statement

Then, a range of ±2 dBm range is selected for the random function to generate
a new set of data using the probability of individual signals from the raw data. The
adjusted random function is described in Algorithm 3.

Algorithm 3:  Adjusted Random function
Input: structure containing signals with corresponding probability respective to signal.

Output: Generated random signal with M dimension.

1 :a=row of signals

2: b=row of corresponding probabilities

3: c=[a;b];

4: gx=randsrc(M,1,c);

In Algorithm 3, M is the needed size for the generated random signal used to
calculate the root mean square error or simply M = 1200-N, the algorithm used to
calculate the root mean square error described as follows.

RMSERandom =
√

1

N

∑N

i
((RandomSignal(i)− realsignal(i))2) (5)

2.4 Bayesian Support Vector Regression

The Support Vector Regression is used to perform a time series prediction. In this
study, the BSVR algorithm is obtained and modified in the training size segment
from the algorithm used in [3, 4]. However, rather than using multiple descriptors to
correlate with the target, this work only uses one descriptor which is the prior value
of RSS as training. Inside BSVR algorithm, the hyperparameters are optimized based
on Bayesian function. The iteration is set to 100 runs to find the best hyperparameter
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values. Algorithm 4 shows the developed Bayesian optimization function of the
algorithm to tune the hyperparameters by minimizing the objective function [5].

3 Experiment

The experiments were conducted at the instrumentation lab at Faculty of Science,
Universiti Putra Malaysia. The raw RSS data is collected using Vistumblr software
for 20 min such that the data is sufficiently big enough to be segmented into training
and testing data. To take the raw RSS of an access point without the effect of user
presence or any unwanted disturbance, the device is left inside the lab while the user
is outside the lab and away from the device. First the RSS is taken first at distance
1 m away from the access point, then the device is moved into the pre-located 2 m
point away from the access point and the process is repeated for distance of 3, 4, 5,
6 m. Figure 1 shows the experimental setup. The maximum distance that could be
set up for the measurement is 6 m due to constrain of the lab space.

Then the raw data is then filtered and segmented into specified training and testing
sizes. There are Ntotal = 1200 data collected for 6 datasets which refers to every

Fig. 1 The experiment setup
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Fig. 2 Flowchart
representing the analysis of
data

tested location distance. This means a total of 1200× 6= 7200 data were collected.
The filtered data is segmented into training, Ntrain and testing, Ntest data. The ratio
of training to testing data is made as Ntrain: Ntest where Ntest = Ntotal − Ntrain. the
training data is set to 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000 and 1100
with respecting testing data. The training data then is used to train the BSVR algo-
rithm as well as the mode, mean and probability of the data is calculated. Then the
probability and the mode are used by Random Function Model to predict the signal
and all 4 prediction models are evaluated against the real signal. The computation of
the algorithm is made using MATLAB software. An overall flowchart procedure is
described as in Fig. 2.

4 Results and Discussion

The patterns plot of the fourmodel is plotted and recorded. The objective is to observe
the pattern of the predicted signal and the real signal. Figure 3(a) shows the signal
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Fig. 3 The predicted signals by 4 models against real signal at distance a 1 m and b 5 m

pattern predicted by 4 models against real signal at distance of 1 m. From the figure,
it could be observed that the random function model best represents the signals while
other models generate a straight-line signal prediction with the maximum training
size 1100. The random function predicted signal is more similar than other models
to the actual signal. From Fig. 3(b), it is observed that for distance 5 m, mean,
mode and BSVR function all had predicted a straight-line signal at training size of
1100, except for random function which predicts a fluctuating RSS against time. The
random function could predicted signal closest to the actual signal compared to other
techniques.

Table 1 and 2 shows the mean errors for each of the models in different train size
and distance. Table 1 shows the performance of the models in train size 1100 and
with different distance signals of 1, 2, 3, 4, 5, and 6 m. From the table, it can be
observed that the lowest mean error of 0.973 m at signal distance 2 mwhen using the
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Table 1 The RMSE of all 4 models at distance 1–6 with validation size 100

Signal distance Validation size 100, Test size = 1100

1 m 2 m 3 m 4 m 5 m 6 m

Mean 3.813 0.988 1.034 1.033 1.190 2.324

Mode 3.799 1.001 1.096 1.060 1.269 2.535

Random function 3.906 1.118 1.459 1.395 1.313 2.421

BSVR 3.803 0.973 1.096 1.150 1.166 1.830

Table 2 The RMSE of all 4 models at distance 1–6 with validation size 1100

Signal distance Validation size 1100, Test size = 100

1 m 2 m 3 m 4 m 5 m 6 m

Mean 1.347 0.523 0.822 0.945 1.303 2.410

Mode 1.105 0.510 1.054 1.005 1.349 2.476

Random function 1.241 0.775 1.049 1.204 1.432 2.567

BSVR 3.042 0.581 0.894 1.195 1.375 1.388

BSVR algorithm. As the validation size increases, the mean error for all the models
gets lower as shown in Table 2. In Table 2, the lowest mean error is when using
model mode which is 0.510 m at signal distance within 2 m.

Additionally, it is observed that at further distance increment, the BSVR model
performs better for all the train size. The BSVRmodel has a lowest root mean square
error compared to all other models at distance at 6 m. This could be due to that the
BSVR performs better at predicting signals with more fluctuations. Prediction from
mean and mode model does had representation of fluctuation of RSS. The random
function model only represents the fluctuation by ±2 dBm compared to BSVR.
However, at distance of 1 m, BSVR has the worst performance compared to other
models. It may be due to the two sharp spikes presented in the signals that suddenly
appeared within the signal timeframe. The BSVR was much more sensitive to noise
compared to the mean and mode models which under large train size less sensitive to
signal noises. The random function signal only fluctuates between ±2 dBm, which
could mitigate signal noise since it does not consider those signals outside the range
of ±2 dBm.

Figure 4(a) and (b) shows the e performance of the models against training size
separated into each graph by distance away from access point. From Fig. 4(a), it
could be concluded that for signal of 1 m between transmitter and the receiver, the
mean, mode, and random function performs better with increasing train size N, while
BSVR model performance is slightly worse than the other model by at most 2 dBm.
The figure also shows that the mode function has the least RMSE which gives the
best performance amongst the other models. The mean function performs slightly
worse than the random function model, and the BSVR model has the highest root
mean square error.
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Fig. 4 RMSE plot of various model in different train size at distance a 1 m and b 5 m

At the signal distance of 6 m as shown in Fig. 4(b), the BSVR has a very clear
advantage compared to the other algorithms. The mean model and the mode model
had large root mean square error when approaching larger training size, while the
random function model also performs worse. From all the figures above, it can be
concluded that for all distance, BSVR had the overall best performance on signal,
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especially when the distance increases. This is due to the reason that BSVR can
handle fluctuation of signal better which happens when distance away of the receiver
from AP increases.

5 Conclusion

The main objective of this paper is to provide ways of approach to explore the poten-
tial of pattern predicting algorithms on improving indoor positioning. By prediction
of RSS, the training phase of fingerprinting can be automated as well as greatly
reduced. The objective is achieved by implementing 4 prediction models, and the
predicted signals are analyzed according to the pattern similarity and the difference
with the real signal. For the pattern, the real signal could be replicated the best by the
Random Function model if the fluctuation is within±2 dBm. On the other hand, the
BSVR model could replicate the signal better at 2 m and at 6 m. The BSVR model
could only produce a straight-line prediction at 1, 3, 4, 5, meter which deviates from
the real signal. At distance further away from the access point, the BSVR had the
best performance at predicting the signals as it has the least root mean square error.
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An Approach to Neutral Steering
of a 4WIS Vehicle with Yaw Moment
Control

Li Maoqi, M. I. Ishak, P. M. Heerwan, and Muhammad Aizzat Zakaria

Abstract There are various Advanced Driver Assistance Systems (ADAS) avail-
able in the automotive industry which are developed to improve the safety of vehi-
cles while driving. Vehicle stability system such as yaw moment control is one of
ADAS that is common only on luxury vehicles with oversteer (OS) characteristics.
However, the majority of vehicles in the market are designed with understeer (US)
characteristics. The yaw rate of the vehicle increases gradually at low speed and can
easily maneuver during cornering. The vehicle becomes uncontrollable especially
for novice drivers when the yaw rate saturates at a certain level during high-speed
cornering. Differential drive method as yaw moment control system has low preci-
sion as it shares the same function for the longitudinal stability control system. In
this paper, we proposed four-wheel independent steering (4WIS) to improve the yaw
moment of an understeer test vehicle. A steady-state cornering (SSC) simulation was
performed to obtain the steering characteristic of a test vehicle. The yaw rate for the
test vehicle is linearized to create a state-space linear model in the simulation. Then,
SSC simulations were repeated with the 4WIS input is obtained by a PID control
and the state-space as the reference value. The results show that the 4WIS system
was able to improve the maneuverability of the understeer vehicle, especially at high
speed by shifting the yaw rate from US to a neutral steer characteristic.

Keywords ADAS · 4WIS · PID control system · Yaw moment control · Neutral
steering
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1 Introduction

The steering characteristics are particularly important for vehicles. There are three
steering characteristics of vehicles: understeer (US), neutral steer (NS), and oversteer
(OS). Except for some expensive vehicles that have OS features, most vehicles on
the market have US features [1]. The steering characteristics of NS is between US
and OS. From the Table 1 we can observe the advantages and disadvantages for US
and OS. In general, the characteristics of the US can make the vehicle more stable,
and the characteristics of the OS can make the vehicle more sensitive. Because
different drivers have different driving habits, and different vehicles have different
roles. Therefore, it is difficult to determine which steering characteristic is better.
When the steering characteristic of the vehicle approaches NS, the advantages and
disadvantages will be reduced, but from the perspective of safety, NS is the optimal
solution.

Advanced driver assistance system (ADAS) as a system to improve vehicle perfor-
mance and improve the driver’s experience [2–4]. It contains many systems, such
as an anti-lock braking system (ABS), adaptive cruise control (ACC) system, and
so on [5]. These systems are based on the vehicle’s feedback information to control
the vehicle. For example, the ACC system, after setting the speed, the ACC system
can be separated from the driver to carry out automatic driving at a constant speed
and keep a safe distance from the front and rear vehicles [6]. However, the system
relies too much on the sensors and other equipment on the vehicle [7]. Once there is
a problem with the relevant equipment, it is easy to threaten the safety of the driver
[8]. In addition, the lateral stability system is a type of ADAS and is essential to the
driver’s driving experience and safety. Therefore, an ADAS controlled by the driver
and assisted by an automatic system is the direction of development. Four-wheel
independent steering (4WIS) system is a system that used steer-by-wire technology
and it’ can be a novel method in ADAS.

4WIS system is a steering system that all the wheels of the vehicle can be rotated
independently [9]. 4WIS has higher flexibility comparing with two-wheel steering
(2WS), and it can make the vehicle easier to control when turning. The 4WIS system
is used to improve steering response, increase vehicle stability at high speeds, or
reduce turning radius at low speeds [10]. Its working principle is to increase or
decrease the yaw rate of the vehicle through the rotation of the four wheels, thereby

Table 1 The advantages and
disadvantages of US and OS
[1]

Items Advantages Disadvantages

Understeer Steadier Less responsive

Easy on tires Slower turn in

Better in rain Front loses grip

Oversteer More responsive Less stable

Faster turn in Harsh on tire

faster corner speeds Rear loses grip
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changing the direction of the vehicle [11, 12]. The 2WS model is used in this article
to test the steering characteristics of the vehicle in order to provide comparative data
on the yaw rate for the 4WIS in the following. As a kind of ADAS, the 4WIS system
is characterized in that when the vehicle is running normally, the system will be in
a standby state. When the yaw rate of the vehicle is different from the normal yaw
rate of the vehicle in the current state, the system will increase or decrease the yaw
rate of the vehicle by increasing the steering angle of the rear wheels automatically,
so that the vehicle can drive normally [13, 14]. This study assumes that the steering
angle of the rear wheels is positive to the left and negative to the right. When the rear
wheels are not turning, the steering angle is zero. Whether it is turning left or right,
the steering angle is substantially increased. When the vehicle turns to the left, it is
assumed that the rear wheel steering angle is positive and that it turns to the right is
negative. The front wheel steering angle is turning to the left during simulation.

In this study, the PID control systemwas used to study the control performance of
the 4WIS system on the yaw rate during steady-state cornering (SSC) by control the
rear wheels of the vehicle. PID control system is widely used because of its simple
principle and strong system stability [15]. The results of this research can further
improve the turning characteristics of the vehicle and thus the safety performance
of the vehicle when turning at high speed. The author hopes that the application
of the 4WIS system can further improve ADAS and give a solid example of an
automatic control system for the 4WIS system so that future researchers to undertake
the in-depth study.

2 Methodology

2.1 Block Diagram for the Simulation

Since this research is a simulation, the block diagram of the simulation is shown in
Fig. 1. The leftmost part is the state space, which is used to provide the reference yaw
rate required by the PID control system. It is used to receive the results of the vehicle

Fig. 1 Block diagram for the simulation
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model and state space, and to control the vehicle model according to the yaw rate
provided by the state space. The part in the dashed frame is the PID control system.
The rightmost part is a vehicle model based on nonlinear dynamic equations. It is
used to receive the steering angle of the rear wheels provided by the PID controller
and simulate the yaw rate of the vehicle model [16]. The feedback system will feed
back the simulated yaw rate to the PID controller, so that the simulated yaw rate is
the same as the reference yaw rate.

Vehicle Model
The vehicle model was created by nonlinear dynamics equation of motion in
MATLAB software 2013a version which the parameter from the test car and the
type of test car is proton persona. For the parameter of the test car which used in
all the following equations, the author was mentioned in another paper [14]. The
nonlinear dynamics equation of motion shown as bellow:

m

(
du

dt
− vγ

)
= (XFR + XFL)cos θF + (XRR + XRL)cos θR

− (YFR + YFL)sin θF − (YRR + YRL)sin θR (1)

m

(
dv

dt
+ uγ

)
= (XFR + XFL ) sin θF + (XRR + XRL ) sin θR + (YFR + YFL ) cos θF

+ (YRR + YRL ) cos θR

(2)

I
dγ

dt
= lF [(XFR + XFL)sin θF + (YFR + YFL)cos θF ]

+ lR[(XRR + XRL)sin θR + (YRR + YRL)cos θR]

+ dF
2
[(XFR + XFL)cos θR + (YFR + YFL)sin θF ]

+ dR
2
[(XRR + XRL)cos θR + (YRR + YRL)sin θR] (3)

The State Space and the PID Control
Figure 2 is the reference yaw rate of the PID control system. The state space model
has a neutral steering characteristic produced by linearizing the SSC yaw rate of the
test vehicle. It can be seen from the Figure that as the speed increases, the value
of the yaw rate gradually increases. This is a manifestation of neutral steering. The
linear dynamics equation of motion is shown as:

mV dβ
dt + 2

(
K f + Kr

)
β + {

mV + 2
V

(
l f K f − lr Kr

)}
γ = 2K f θ (4)

mV dβ
dt + 2

(
K f + Kr

)
β + {

mV + 2
V

(
l f K f − lr Kr

)}
γ = 2K f θ (5)

If the vehicle steering characteristic is neutral steering, it is also means that l f k f −
lr kr is equals to zero[17]. Since the vehicle’s center of gravity to the length of the
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Fig. 2 The relationship between the reference yaw rate and the vehicle speed

front and rear wheels is already a fixed value, and only the cornering stiffness can be
changed. The method used by the author here: first fix the cornering stiffness of the
front wheel, and then deform the above formula to find the value of the rear wheel
cornering stiffness that can make the formula hold.

Figure 2 is the relationship between speed and reference yaw rate based on the final
constant value of the yaw rate at each speed. These yaw rate comes from the linear
dynamics equation by changes the cornering stiffness K of the rear wheels. Figure 2
shows intuitively that the yaw rate increases regularly with the speed increase. And
the graphs in the figure present a linear straight line. The straight line represents the
yaw rate of the vehicle in this state as neutral steering which also can call the neutral
steering as a good SSC [17]. Although the yaw rate in Fig. 2 seems to be no problem,
it can still be found through careful observation that the value of the reference yaw
rate is very large. In fact, due to the yaw rate only represents the ratio of the vehicle’s
yaw to time, and it has nothing to do with whether the control system can control
the vehicle to achieve a constant yaw rate. Therefore, the magnitude of the yaw rate
does not affect this study. If the PID control system can control the vehicle to achieve
the yaw rate for the reference value of the abnormal yaw rate, it can be proved that
the PID control system can be used on a vehicle with a 4WIS system to deal with
US and OS phenomenon. Therefore, although the yaw rate is 1.4917 rad/s when the
vehicle velocity is 80 km/h, it is still can be used as the reference yaw rate for the
PID control system.
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2.2 Simulation Procedural

This article first uses vehicle dynamics equations to build a 2WS vehicle model
in MATLAB Simulink software. Perform SSC with constant velocity from 10 to
80 km/h in the 10 km/h increment. The front steer angle is set to a constant angle of
10 degree and the rear angle is 0°. At each SSC simulation, the yaw rate is recorded in
MATLAB software and export as excel file. By simulating the steering of the vehicle,
the steering characteristic of the vehicle model is determined to be US. After that,
based on the result of the yaw rate in the previous SSC, we linearize the yaw rate to
determine theNS parameter in the state space. the 4WIS system controlled by the PID
control systemwas applied to the vehiclemodel. The 4WIS system is implemented to
improve the steering performance of the vehicle. Its main performance is to compare
the yaw rate before and after the application of the PID control system to determine
that the vehicle controlled by the PID control system has SSC in a high-speed turning
state.

3 Results and Discussion

3.1 Steering Characteristic of the Simulation Model
by Steady State Cornering Test

Figure 3 shows the simulation result of the yaw rate during the 2WS SSC test at
various constant speeds from 10 to 80 km/h with incremental of 10 km/h and a
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Fig. 3 The yaw rate change of the 2WS vehicle from 10 to 80 km/h
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Fig. 4 The intuitive displayed the yaw rate for 2WS vehicle

constant front steer angle of 10°s. When the speed is from 0 to 60 km/h, the yaw rate
of the vehicle can reach a constant value. This phenomenon means that the vehicle
can perform SSC at this speed. However, the value of the yaw rate is at the lowest
when the speed is 10 km/h. When the vehicle speed is 70 km/h, the yaw rate cannot
reach a constant value and maintain a slow increase. When the vehicle speed is
80 km/h, the yaw rate continues to rise and at the end, there is a rapid rise to infinity.
This means the vehicle is spinning rapidly in this condition, and the speed of rotation
is getting faster and faster.

Figure 4 shows the relationship between the yaw rate to the constant velocity
during the SSC simulations. The yaw rate is increasing rapidly from 0 until 20 km/h.
Beyond that velocity, the yaw rate began to saturate approximately at 0.25 rad/s.
And the last constant velocity that the vehicle can achieved steady state cornering
is at 60 km/h. Based on the profile of the yaw rate from the steady-state cornering
simulation, we can conclude that the actual test car has an understeer characteristic.
If a vehicle has a neutral steer characteristic, the yaw rate will increase proportional
to the increase of constant velocity during cornering. However, if the vehicle has an
oversteer characteristic, the yaw rate line increases sharply with vehicle velocity and
becomes infinity.

3.2 Yaw Rate of 4WIS Vehicle After Implemented PID
Control System

Figure 5 shows the value of the yaw rate controlled by the PID control system at
different vehicle speeds. Even if the vehicle speed reaches 80 km/h, the PID control
system can still effectively control the vehicle and have a constant yaw rate. Although
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Fig. 5 The yaw rate after implement the PID control system

the yaw rate fluctuates greatly when the speed is 80 km/h and the value of the yaw
rate fluctuates slightly after the steering is completed, a constant value of the yaw rate
is finally reached. We could observe that both yaw results are same by compared the
results between the reference yaw rate and the yaw rate after implemented the PID
control system. Therefore, we can conclude that the PID control system can make
the vehicle have a steady-state cornering when the PID control can control the 4WS
system vehicle efficiently.

3.3 Rear-wheel Steering Angle of 4WIS Vehicle After
Implement PID Control System

Figure 6 shows the steering angle of the rear wheels controlled by the PID controller.
From the figure, we can observe that when the vehicle speed is less than 60 km/h,
the steering angle of the rear wheels is negative, and the minimum value is negative
5.41. When the speed is greater than 60 km/h, the steering angle of the rear wheels is
positive, and the maximum value is positive 4.35. When the vehicle speed is from 0
to 60 km/h, the value of the steering angle first decreases and then increases. When
the vehicle speed is 70 to 80 km/h, the degree of steering angle is relatively similar.
These data show that when the turning speed of the vehicle is less than or equal to
60 km/h, the direction of rotation of the front and rear wheels is opposite. When the
turning speed of the vehicle is greater than 60 km/h, the direction of rotation of the
front and rear wheels is the same.

Figure 7 shows the yaw rate at a different speed between the different conditions
of the 2WS vehicle model without a control system which is “non-control yaw rate”
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0 0.1583
0.23720.25810.2559

0.24840.2439

0

0.1865

0.3729

0.5594

0.7459

0.9323

1.1188

1.3053

1.4917

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

0 20 40 60 80 100

Ya
w

 ra
te

 (r
ad

/s
)

Velocity (km/h)

Non-control yaw rate

Ac�ve control yaw rate

Fig. 7 Comparing the change of the yaw rate at various speeds between different control system
conditions

in the Fig. 7, and the 4WIS vehicle model with an active control system. The yaw rate
increased gradually by implementing the active control system from 0 to 80 km/h.
For the vehicle model without a control system, the yaw rate increase at the velocity
from 0 to 30 km/h. When the velocity higher than 30 km/h, the yaw was decreased
with the velocity decrease. By compare the yaw rate between the vehicle with the
active control and non-control system, the active control system made the vehicle
had steady-state cornering at higher speed condition.
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4 Conclusion

As a summary, this research first uses nonlinear dynamics equation of motion to
establish a vehicle model in MATLAB software and determine the characteristics of
the vehicle through simulation. Second, use the result of the linear dynamics equation
of motion as the reference yaw of the PID control system. Finally, by establishing a
PID controller, the vehicle model becomes a 4WIS system vehicle model with a PID
control system. The simulation results show that when the vehicle is under-steered
or over-steered when turning, the 4WIS system can be added to make the vehicle
have an SSC. The results of this research can be used as a new type of ADAS to
further improve the turning characteristics of the vehicle and thus improve the safety
performance of the vehicle when turning at high speeds.
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Investigation of Electroencephalogram
(EEG) Sensor Position
for Brain-Controlled Home Automation
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Mahfuzah Mustafa, and Mohd Shawal Jadin

Abstract Electroencephalogram (EEG) signals are widely employed in Brain-
Computer Interface (BCI) or Human–Machine Interface (HMI) technique to provide
assistive technology that can be used by paralyzed or disabled people. BCI or HMI
technique will let paralyzed people to operate home automation such as lamp, fan,
television and other home appliances by using their brainwaves. Since BCI or HMI
is constructed from various sensors for various measurement position, it is vital to
know which EEG sensors are really contributed to the control of the device. Thus,
this study is conducted to investigate the EEG sensors position in controlling device
by analyzing public EEG datasets. The scopes of the study include the construction
of Graphical User Interface (GUI) in MATLAB for each selected sensor position
and the classification of the selected EEG features from each sensor position. To
implement the investigation process, first, the public EEG signals from the specified
sensor location are filtered using preprocessing technique to remove the noise or
artifacts such eyes movement and power line noise. Next, the filtered EEG signals
are split to Alpha and Beta power spectrum using Fast Fourier Transform (FFT)
technique. Next, the unique features from EEG Alpha and Beta Power are extracted
for classification process in term of average (mean), standard deviation and spectral
centroid. Finally, the prototype model using Arduino microcontroller is developed
to implement home appliance. The results of the study show that the selected EEG
features from the EEG signal produced by EEG position at Frontal side of brain lobes
(F7 and F8) and Parietal side of brain lobes (P3 and P4) able to be classified with 83%
classification accuracy. The selected EEG features from the selected sensors position
can be converted to machine code to control the home appliance successfully.
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1 Introduction

Nowadays, theBrain-Computer Interface (BCI) orHuman–Machine Interface (HMI)
technique is successful in providing excellent assistive technology to assist disabled
or paralyzed people. BCI or HMI can be described as a direct communication system
that enables the human brain to communicate with the digital computer to monitor
external devices. To monitor this activity, most BCIs rely on electrical measures
of brain activity and sensors located on human’s head. To record electrical activity
generated from the change in human cognitive states, Electroencephalogram (EEG)
is widely used. It is a device to measurement human neural activities [1–3]. Basically
there 4 major components in BCI or HMI systemwhich are signal acquisition, signal
pro-processing, feature extraction and classification as shown in Fig. 1. Next, trans-
lation algorithm will be constructed to change the classified features into machine
code which can control a device. A thorough analysis of EEG signals are required
in order to provide unique EEG features that might related to the change in human
cognitive state due to the some stimulation on the brain. The selection of correct
EEG features with good classification accuracy will enable a device to be controlled
[4–6].

The number and position of scalp electrodes or sensors are vital since the large
number of scalp electrodes will enables the neural activities from whole brain lobe
can be measured and analyzed. Here, human brain consist of several lobes such as
Frontal lobe, Parietal lobe, Temporal lobe and Occipital lobe where each lobe has
function cognitive function as shown in Fig. 2.

Based on Fig. 2, it is definitely a minimum of 4 EEG electrodes are required to
measure the EEG signals from the whole brain region by placing 1 EEG electrode
at each brain lobe. However, based on the international 10–20 system of electrode
placement or montage, more than 1 EEG electrodes are required to be placed at
each brain lobes in order to provide more precise electrical activities generated by
neural movement at each brain lobes. However, the use of minimum number of
EEG electrodes might reduce the system power consumption and complexity of

Fig. 1 Complete BCI system [1–3]
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Fig. 2 Brain lobes and their
functions [3, 4]

Table 1 EEG frequency
bands and neural activities

EEG frequency
bands

Frequency range
(Hz)

Cognitive state

Delta 0.5–4 Deep sleep

Theta 4–8 Light Sleep

Alpha 8–13 Relax, closed eye

Beta 13–30 Alert, thinking

the computational algorithm in analyzing EEG features [7, 8]. Even though BCI
processes and components are eminent as shown in Fig. 1, researchers had yet to
identify which brain lobes and EEG sensor position that really contribute to the
control of the device. Thus, this study is conducted to figure out which EEG sensor
position in BCI systemwill provide precise EEG signals and EEG features to control
device by analyzing public EEG datasets. Since EEG signals consists of several
frequency rhythms, this study just focus on the EEG Alpha and Beta frequency band
which represent human cognitive state in relax and alert (thinking) activities as shown
in Table 1 [9, 10]. In BCI application, humanmust be in conscious and alert condition
in order to control device.

This paper is organized by describing the objective of the study in Sect. 1, followed
by methodology in Sect. 2 and results and discussion in Sect. 3. Finally, Sect. 4 will
provide a conclusion of the study.

2 Methodology

This section describes the overall process of the study which include the process
flow-chart and block diagram. Here, the source of the EEG datasets and analysis of
the EEG datasets are explained in details.

Block diagram shown in Fig. 3 illustrates the methods to obtain and analyze EEG
signals and then, the classified EEG features will be translated and converted to
machine code to control home appliance. The process started by obtaining public
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Fig. 3 Block diagram of the research

EEG datasets which was taken from Kaggle’s website [13]. The raw EEG datasets
that were taken from Kaggle’s website then will be analyzed in computer using
MATLAB R2018a software to obtain the required EEG features. The selected EEG
features then will be extracted and classified to find the best EEG features that can be
converted to machine code to control device using microcontroller. Here, the devices
to be controlled using EEG signals are LED light and fan.

In this study, mean, standard deviation and spectral centroids are the selected EEG
features and the features are then classified by k-NN classifier to search for the best
features to be employed in controlling device.

2.1 Analyses of Public EEG Datasets

The overall process flow of the study is elucidated by Fig. 4. Here, EEG signals can be
analyzed by using 2 types of EEG data; public EEG data or EEG data captured from
the experimental work. Public EEG data is selected since nowadays due to Covid-
19 pandemic, it is very hard to select the real subject and to conduct experimental
work. Thus this study focuses on the available EEG datasets that related to BCI taken
fromKaggle’swebsite [13]. However, since there are various EEG datasets available
online, the online EEG datasets are carefully investigated where the EEG datasets
come fromFrontal and Parietal of both brain hemispheres (right and left) are taken for
analysis. EEGdatasets that are captured from these regions are suitable to be analyzed
in searching for suitable EEG features to control device. Here, EEG signals measured
by EEG sensors or electrodes located at Pre-frontal lobe (Fp1 & Fp2), Frontal lobe
(F7&F8) and Parietal lobe (P3&P4) are taken for analyses usingMATLABR2018a
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Fig. 4 Process flow chart of the research
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software. The captured EEG datasets are inspected by plotting the EEG datasets in
Excel format. Here, the EEG signals are supposed to be fluctuating between –100
microvolt (µV) and 100 microvolt (µV) [11, 12]. If the EEG specifications are not
met, need to find another type of EEG datasets. The Raw EEG signals then will
be filtered from artifacts or noises before converting them to power spectrum using
Fast Fourier Transform (FFT) technique. Moreover, the EEG power spectrum then
will be split to Frequency bands such as Alpha and Beta band to represent the brain
cognitive state either in relax or alert mode. If the EEG power spectrum is not meet
the EEG Power Spectral Density characteristic, EEG datasets from another sensor
positionwill be taken for analysis. EEG datasets in term of EEG power spectrum then
will be extracted to several features such as mean, standard deviation and spectral
centroids. Next, the extracted EEG features are fed to k-NN classifiers. The classified
extracted EEG features will be converted to class and machine code using translation
algorithm in order to control the function of lights and fan. Graphical User Interface
(GUI) is also constructed to show the overall process of analyzing EEG signals in
term of EEG raw data, and mean, standard deviation, spectral centroids, of EEG
power spectrum. The GUI also will indicate either the selected EEG features from
the EEG sensor location contribute to the control of the device or not.

2.2 Example of Public EEG Datasets

The example of the plot of the public EEG datasets is shown in Fig. 5 where x-
axis indicates the number of the EEG data (based on the duration of measurement).
Meanwhile, y-axis indicates the Amplitude of EEG data. Here, the plot shows that
EEG characteristics are met.

Fig. 5 Public EEG datasets
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Fig. 6 Fp1 and Fp2 EEG Sensor position

Fig. 7 F7 and F8 EEG sensor position

Fig. 8 P3 and P4 EEG sensor position

2.3 EEG Sensors/Electrode Position

In this study, EEG data are measured and analyzed from 6 EEG sensors position
as shown in Fig. 6, 7, and 8 which the selected EEG sensors cover both brain
hemispheres.

2.4 Feature Extraction

One of the major components of EEG-based BCI program is extraction of EEG
features since incorrect selection of EEG features might provide incorrect instruction
to device. As a result, device might malfunction. Thus, selecting the best feature is
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Table 2 Formula of selected
EEG features

Features Formula

FFT f (x) =
N−1∑

n=1

(
X(n)Wkn

N

)

Where, WN = e j
2π
N

PSD

PSD = |X(K)|2

=
∣
∣
∣
∣
∣

N−1∑

n=0

X(nT s)e− j 2nπk
N

∣
∣
∣
∣
∣

2

Standard deviation SD =
√

1
N−1

N∑

i=1
(xi − μ)2

Where, µ = mean

Mean Mean = 1
N

N∑

i=1
x(i)

very important to obtain the best output from the device. The formulas for the selected
EEG features in frequency domain are Mean, Standard Deviation, FFT and PSD, as
illustrated by Table 2.

2.5 EEG Feature Classification Using k-NN

k-NN is one of the powerful and robust linear classifiers but simple in classifying
EEG features. In k-NN classification, the output is a class membership. It applies
distance metric in finding the class most common among its k-nearest neighbors
where k value is typically small which is [11, 12]. The classification accuracy is
shown in Eq. 1.

Accuracy = T P + T N

T P + T N + FP + FN
× 100% (1)

3 Results and Discussion

In this section, the results of the study are illustrated in term of Graphical User
Interface (GUI). The GUI is constructed using MATLAB GUI. Here, user can select
to analyze EEG data from several EEGmeasurement areas such as Fp1, Fp2, F7, F8,
P3 and P4. Beside measurement area, the GUI consists of the plot of EEG raw data,
FFT plot, Power Spectrum plot, Alpha Power, Beta Power, SpectrumWelch plot and
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detection indicator. The plot of Alpha and Beta power is shown by bar chart where
‘1’ indicates Alpha power and ‘2’ indicates Beta power band.

The GUI in Fig. 9 indicates poor detection of the device. It is indicated by the
red button in the GUI. Here, the plot of Alpha and Beta power spectrum meet the
frequency range of Alpha and Beta band. However, since the mean of Alpha band
is higher than mean of Beta band and very high standard deviation of Beta band
compared to Alpha band, these EEG features that were obtained from Fp1 sensor
position might not suitable to be converted to machine code to control device. Mean-
while, the GUI green indicator in Fig. 10 is turn on which indicates that the selected
EEG features at F7 sensor position is suitable to be employed to control device. It
might be caused by higher mean and standard deviation in Beta band compared to
Alpha band.

The selected EG features are also plotted according to the sensor position as
illustrated by Fig. 11, 12 and 13. For Fig. 11, it is very obvious that the mean value
of EEG Beta power is higher than Alpha power at Fp2, F7, F8, P3 and P4 sensor
position.Meanwhile, the standard deviation and spectral centroids value of EEGBeta
power is higher than Alpha power at Fp1, F7, F8, P3 and P4 as illustrated by Fig. 12
and 13 respectively. This analysis of EEG features across the sensor position clearly
indicate that which sensor position can provide good EEG features to be employed
in controlling device.

The selected EEG features in term of mean, standard deviation and spectral
centroids are classified using k-NN classifier. The accuracy of the classification is
measured and shown in Fig. 14. Here, the classification accuracy for all selected
EEG features is achieved at 83% which indicate that the classified features with high
accuracy (83%)will be assigned to the class of ‘1’.Meanwhile, the classified features
with low accuracy (17%) will be assigned to the class of ‘0’. The training and testing

Fig. 9 GUI for Fp1 EEG measurement area
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Fig. 10 GUI for Fp7 EEG measurement area

Fig. 11 EEG features (mean) across sensor position

Fig. 12 EEG features (standard deviation) across sensor position
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Fig. 13 EEG features (spectral centroids) across sensor position

Fig. 14 Confusion matrix
for k-NN classification

ratio are set to 70:30 where 70% of the EEG data with the selected features will
be trained and 30% will be tested. In addition, EEG sensor position might affect in
controlling device as well. In this study, not all selected sensor position can provide
good EEG features to control device as elucidated by Table 3. Meanwhile, good
classification accuracy is obtained using all selected EEG features at sensor position
F7, F8, P3, P4 which will turn on the device to indicate good device detection where
the class is set to ‘1’.

The simulation of the circuit is implemented using Proteus and Arduino software
as shown in Fig. 15. Here, Arduino microcontroller is connected to relay, fan and
LED light. The classified EEG features are converted to machine code by using
translation algorithm where the classified features will be assigned to the class of
‘1’ and ‘0’. Here, class ‘1’ indicates ‘high’ and will turn on the device such as LED
light and Fan. Meanwhile, class ‘0’ indicates ‘low’ and will turn off the device. As
illustrated by Table 3, the EEG features that generated by the EEG sensors at sensor
position F7, F8, P3 and P4 will trigger the device operation to be in ‘ON’ status on
certain duration before turn ‘OFF’ when class ‘0’ is triggered.
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Table 3 Classification accuracy according to EEG sensor position and features

Sensor position Device EEG features Accuracy (%) Device operation status

Pre-Frontal 1
(Fp1)

LED light
Fan

Mean
Standard Deviation
Centroid

17
83
83

Poor Detection
Good Detection
Good Detection

Pre-Frontal 2
(Fp2)

LED light
Fan

Mean
Standard Deviation
Centroid

83
17
83

Good Detection
Poor Detection
Good Detection

Frontal 7 (F7) LED light
Fan

Mean
Standard Deviation
Centroid

83
83
83

Good Detection
Good Detection
Good Detection

Frontal 8 (F8) LED light
Fan

Mean
Standard Deviation
Centroid

83
83
83

Good Detection
Good Detection
Good Detection

Parietal 3 (P3) LED light
Fan

Mean
Standard Deviation
Centroid

83
83
83

Good Detection
Good Detection
Good Detection

Parietal 4 (P4) LED light
Fan

Mean
Standard Deviation
Centroid

83
83
83

Good Detection
Good Detection
Good Detection

Fig. 15 Circuit simulation using Proteus and Arduino software

After circuit simulation is completed, the circuit is constructed and tested as
elucidated by Fig. 16, 17 and 18. Figure 16 shows the hardware setup and components
to test the output of the study. As illustrated by Fig. 17, the suitable EEG features
from the precise EEG sensor position will turn on the white LED light and USB
fan. Meanwhile, the red LED light will be turn on while turning off if the classified
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Fig. 16 Device set-up

Fig. 17 Yellow LED light
triggering

Fig. 18 Red LED light
triggering

EEG features from Fp1 and Fp2 sensor position are employed in the Arduino code
as shown in Fig. 18.
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4 Conclusion

This study is successfully shown the effect of EEG sensor position in providing
suitable EEG features in controlling device by analyzing the public EEG datasets that
related to Brain-Computer Interface (BCI). From the investigation of the 6 position
of EEG sensors, the results of the study show that F7, F8, P3 & P4 sensor position
can provide suitable EEG features in term of mean, standard deviation and spectral
centroids to control device with the 83% classification accuracy. For future work,
more EEG sensors position are required to be analyzed in order to find out which
sensor position can provide good EEG features to be employed in controlling device.
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Modeling and Analysis
of Omnidirectional Wheeled Vehicles
Using Velocity-Based Impedance Control

Norsharimie Mat Adam and Addie Irawan

Abstract This paper presents the velocity-based impedance control that would
account for the inertia forces acting on the omnidirectional wheeled vehicle during
cornering motions. As favorable omni-vehicle, omnidirectional mecanum wheeled
vehicle (OMWV) was selected as a platform in this study. Concerning the problem
statements in the dynamic analyses, the control design has considered the difference
in vehicle forces because the vehicle’s interaction forces were indirectly controlled
by the vehicle’s velocities. The axial velocities control of the OMWV, vertical and
horizontal axial motions on cornering periods were highlighted in this research. The
simulation results show that with velocity inputs, the different forces on the OMWV
axial motion of the vehicle could be reduced. Furthermore, the reduction in vehicle
velocity influenced the overall kinetic energy of the system,which reduced the inertia
effect.

Keywords Cornering stability · Omnidirectional wheeled vehicle · Motion
control · Inertia control · Compliance · And impedance control

1 Introduction

An omnidirectional mecanum wheeled vehicle (OMWV) is equipped with a fully
actuatedmechanism,whichnecessitates a different control perspective than a steering
wheeled vehicle equipped with an underactuated mechanism. Several studies have
been conducted in order to determine a better control for motion planning of the
OMWV in order to increase the capability of this type of omnidirectional vehicle.
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According to Chang et al., the speed of each omniwheel can be mathematically
defined for control system design based on its orientation angle and direction [1].
Furthermore, according to Adamov et al., the contribution of each motor was calcu-
lated by multiplying the velocities by the cosine angle at the desired direction
projected on each omni-wheel driven direction [2]. Oo et al., on the other hand,
stated that omniwheel selection contributed to the increased flexibility of thewheeled
vehicle when the vehicle platforms could move freely in a two-dimensional (2D)
space rather than acting like a conventional vehicle [3].Numerous efforts and research
have been made to improve the stability of a wheel vehicle when confronted with the
dynamic motion of path planning in a variety of critical situations such as cornering
and harsh maneuvers [4, 5]. The inertia of the vehicle is an important element and
parameter that must be considered in vehicle dynamics and control system design,
but it is typically difficult to control [6].

The inertia may be caused due to the overdriven, slip of the OMWV, over force,
sharp turn in cornering, and abrupt stop of OMWV. Realizing the smoothest path
motion is the problem that should be resolved in the issue of trajectory planning
[7], specifically on cornering tracks. As a holonomic mechanical system subjected
to holonomic constraints, OMWV with mecanum wheels tends to change its body
orientation, including small spinning during breaking at the cornering track. As
reported in [8], most of the efforts emphasized better path planning for the vehicle
with different control techniques focusing on system accuracy. The nonlinear fric-
tion of the holonomic vehicle is practically unbounded with the different working
environments. These controls are inactive, and tracking performance gets insuffi-
cient when the nonlinear friction has a change. The change is out of the permitted
scope. Thus, the kinodynamic problem is occurred in which needs a solution for both
kinematics and dynamics to obtain optimal control input from the current state [9].

2 Velocity Input Shaping Using Impedance Control
on OMWV

2.1 Dynamic Model of the Omnidirectional Wheeled Vehicle
Platform

Thedynamic analysis of theOMWVwithmecanumwheels is determinedby focusing
on the motion of the mecanum wheels. Figure 1 depicts the coordination of this
vehicle kinematics chain and the mecanum wheel coordination. In terms of the
dynamic model, the resulting forces and torques on the vehicle platform are shown
in Fig. 2. The input torques acting on each wheel are shown in Fig. 2(a) and can be
calculated using the expression in Eq. 1:

τi = τci − τ fi (1)
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Fig. 1 Top view of OMWV
with mecanum wheel overall
system coordination
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The torque for each wheel was developed from the difference of the current torque
of a wheel

(
τci

)
and friction torque

(
τ fi

)
. The current torques and friction torques

can be calculated using Eqs. 2 and 3.

τci = mwi aoir (2)

τ fi = fi r (3)

wheremwi is the mass of the wheel, aoi is the acceleration of the current rotational
of the i-wheel, and r is the radius of the wheel shown in Fig. 2(b). The torque of
i-wheel of τ fi is calculated from the forces acting on each mecanum wheel ( fi ),
which is considered as the static friction force

(
fsi

)
, using Eq. 4:

fsi = (μk + μs)(mb + 4mw)g (4)

In this equation,mb the platform’s mass with g the acceleration due to gravity, μk

is the coefficient of kinetic friction and μs is the coefficient of static friction [10]. In
general, the friction is classified as static friction.

The wheel-road contact forces are critical factors since they present the unique
interaction between the vehicle and the surface that it is moving on. Therefore, fi in
the direction of the wheel rotation must be considered [11], and the frictional force
for i-wheel can be expressed as in Eq. 5:
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fi = fsi sgn
(
Woi

)
(5)

Then, the dynamical model can be expressed using Euler–Lagrange as in Eq. 6:

d

dt

(
∂L

∂ q̇

)
−

(
∂L

∂q

)
= Fi (6)

where q is the generalized coordinated vector of the OMWV and can be defined
as in Eq. 7:

q = [
q1 q2 q3

]T = [
X1 Y1 θ

]T
(7)

where Fi is the external generalized force motion and L is the Lagrangian function
which is defined by Eq. 8, where K is the total kinetic energy, including those of the
platform and the four mecanum wheels, and P is the total of the potential energy of
the vehicle given in Eq. 9.

L = K − P (8)

K = K1 + K2 + · · · + Ki

P = P1 + P2 + · · · + Pi (9)

As shown in the Eq. 9, Ki is the kinetic energy of the link, and Pi is its potential
energy. Then, the kinetic energy K of the vehicle can be computed using Eq. 10:

K = 1/2

[

mbW
T
D′WD′ + Ibθ̇

2 +
4∑

i=1

mW
(
rWOi

)2 +
4∑

i=1

IiW
2
Oi

]

(10)

In Eq. 10, Ib is themoment of the inertia of the platform, Ii is themoment of inertia
of i-wheel (i=1…4) about its central axis, and r is the radius of eachmecanumwheel.
Moreover, the potential energy is zero (P = 0) [12] since the vehicle is assumed to
be moving in a plane, hence Euler–Lagrange equations can be modelled in terms of
kinetic energy. The K expression in Eq. 10 is extracted in detail and can be seen in the
previous paper [13]. After substitutions and computations, and from the Lagrangian
of OMWV with mecanum wheel system, the Cartesian of forces error acting on the
vehicle can be expressed in Eq. 11 where e f = [

e f x e f y e f θ

]
refers to the center of

mass (CoM) of the vehicle as shown in Fig. 2(a).

e fX = [
τ1 − r sgn

(
Ẇo1

)
f1

][−1/
r(cos θ − sin θ)

]

+ [
τ2 − r sgn

(
Ẇo2

)
f2

][−1/
r(cos θ + sin θ)

]

+ [
τ3 − r sgn

(
Ẇo3

)
f3

][1/
r(cos θ − sin θ)

]
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+ [
τ4 − r sgn

(
Ẇo4

)
f4

][1/
r(cos θ + sin θ)

]

e fY = [
τ1 − r sgn

(
Ẇo1

)
f1

][−1/
r(sin θ + cos θ)

]

+ [
τ2 − r sgn

(
Ẇo2

)
f2

][−1/
r(sin θ − cos θ)

]

+ [
τ3 − r sgn

(
Ẇo3

)
f3

][1/
r(sin θ + cos θ)

]

+ [
τ4 − r sgn

(
Ẇo4

)
f4

][1/
r(sin θ − cos θ)

]

e fθ = [τ1 + τ2 + τ3 + τ4]

[

−
√
2

r
l sin

(
π
/
4 − α

)
]

+ [sgn Wo1( f1) + sgnWo2( f2) + sgnWo3( f3)

+ sgnWo4( f4)+]
[√

2l sin
(
π
/
4 − α

)]
(11)

2.2 Velocity Input Shaping Using Impedance Control

Concerning the dynamic model discussed in Sect. 2.1, the velocity state is the lowest
for the wheeled type of kinematics system. Therefore, the velocity-based impedance
control was derived to cater for the inertia issue in the cornering period of OMWV
system. In designing impedance control, the scenario on how reaction forces gener-
ated in association with its environment is emphasized. In this study, the inertia force
and force error as derived in Eq. 11 were used as reaction forces translation of devel-
oped torques on each mecanum wheel, and the velocity of the OMWV is expected
to shape with the changes of the virtual suspension system state of control law [14].
The desired impedance model of the OMWV system with inertia as the environment
was determined, and the Cartesian impedance control can be derived and expressed
in Eq. 12.

e f = M f �q̈ + D f �q̇ + K f �q (12)

q ∈ R3 describes the OMWV axes states. The difference between forces before
and after the inertia is indicated as interaction forces

(
e f

)
input for impedance equa-

tion for the OMWV system, in which, D f and K f are damped and stiffed in diagonal
form for each X, Y, and θ of the vehicle system as expressed in Eq. 13.

D f = diag
(
DX DY Dθ

)

K f = diag
(
KX KY Kθ

)
(13)
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Fig. 3 The overall control architecture of OMWVwith proposed velocity-based impedance control

On the other hand, M f are diagonal of mass of the vehicle for each axial with a
diagonal of 200 kg (without load) represented as Mk with k = {X,Y, θ} as shown in
Fig. 3. To control the inertia of the OMWV with mecanum wheel via inertia forces,
the relationship between Dk , Kk , and Mk need to be determined with e f → 0 and
Newton’s Second Law are applied as in Eq. 14 [15] as follows;

�q̈ +
(
Dk

Mk

)
�q̇ +

(
Kk

Mk

)
�q = 0 (14)

Thus, the natural frequency (ωO ) and damping ratio (ς f ) of the impedance model
can be expressed as in Eq. 15 as follows.

ω0 =
√

Kk

Mk
, ζ f = Dk

2
√
MkKk

(15)

Therefore, the relationship of Dk with Kk , and Mk are as Eq. 16 by assuming the
impedance is in underdamped mode.

Dk = ζk2
√
KkMk (16)

As a result, the control law for velocity shaping for each vehicle’s axes can be
formulated as in Eq. 17. By integrating Eqs. 15 to 12 and using the first order of the
�q as a control input as follows.

uk(q) = �q̇ = (KkMk)
1
2
(
e fk − Mk�q̈ − Kk�q

)
(17)
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As previously mentioned, the cornering period is the case of this study. Thus,
velocity shaping is implemented. On the other hand, VR ∈n are the reference inputs
of velocity from the trajectory generation. The overall model of the control structure
of OMWV with a mecanum wheel with the proposed velocity-based impedance
control on Cartesian velocity input is shown in Fig. 3, where wheel speed control is
considered the inner-loop control section and impedance control as the outer-loop
control section.

3 Results and Analysis

3.1 Kinematic Analysis of Omnidirectional Mecanum
Wheeled Vehicle

The simulation and analyses were done using the designed discrete trajectory
waypoint for the X–Y position of the OMWV as input to the simulation model.
The trajectory has been taken from the local frame coordinate data (X–Y position)
to analyze the performance of the OMWV during the cornering period. Noted that,
the crucial terrain is the asphalt (concrete) environment. Therefore, the simulation
was done in three different tuning styles for parameters Kx and KY in three different
simulation sessions T1, T2, and T3; shown in Table 1 for the asphalt concrete environ-
ment. In addition to the first simulation, the value of each K were assumed and the
performance of ζ for each axis showed differently in starting from Fig. 5 to Fig. 6.

As shown in Fig. 4, the motion all turning motion WithImp shows following
the reference of trajectory input as compare to the NoImp. The measured vehicle
trajectories output shows very minimum tracking error in cornering period for with
WithImp makes OMWV having a minimum overdriven situation. For the case of
NoImp performances, the average trajectory motion output increased by approxi-
mately 1.2 m from the expected input trajectory (Full trajectory) as compare with
WithImp that can reduced the trajectory tracking error by approximately 0.7 m. The
results are significantly related to velocity and kinetic energy with reference to the
performance in Fig. 5 and 6 respectively.

According to the results in Figs. 5(a) and 5(b), the result of ζ affected the shape
of the velocity input of the OMWV. The result of the velocity input on the OMWV

Table 1 Type of styles stiffness and damping ratio tuning for each session of simulation

Simulation session Tuning stiffness (Nm−1) and damping ratio (ζ )

Kx ζX KY ζY

T1 1 1 1 1

T2 2 9 6 4

T3 2 15 9 10
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Fig. 4 Sample of the path planning input versus path planning output for OMWV X–Y motion
without impedance (NoImp) and impedance control (WithImp)

is shown in Fig. 5(a). The horizontal of the robot system (X-axis) velocity decreased
approximately by 0.02 m/s when KX increased for T2 and 0.15 m/s for T3. Similarly,
the situation happened to the Y-axis motion, in which the velocity was reduced by
0.08 m/s in T2 and 0.17 m/s in T3 as shown in Fig. 5(b). As depicted in Figs. 5, the
OMWV took the axle of weight concentration as a rotation centre and began rotating
around it. It is clear that the OMWV displayed speed and rotational behaviour as a
result of weight concentration. If themass is shifted near the frontal axle, the OMWV
advances, and vice versa. The speed of motion and rotation centre will change if the
centre of mass is moved. There is an interaction between the location of the centre of
mass and the direction of the driving force. This interaction will determine the trans-
lation’s direction and the rate at which the curvature centre changes. As previously
stated, if no driving moment is applied to the wheel, the wheel will not rotate, but
the roller in contact with the surface will slip. The diagonal motion (forward-right
direction) was chosen to demonstrate the effect of shifting the centre of mass on the
speed of OMWV. As depicted in Fig. 6, the energy reduced to approximately 18%
for T2 and 26% for T3. These results show that the higher the speed, the higher the
inertia force, the bigger the energy used for a vehicle to interact between the system
and environment. This situation can be compared with the sample of Y-axis velocity
performance of the OMWV in the Fig. 5(b) respectively.
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Fig. 5 Sample of velocity input performance a velocity input onX-axisOMWVsystemat cornering
period b velocity input on Y-axis OMWV system at cornering period
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Fig. 6 Sample of the kinetic energy of OMWV system at cornering period

4 Conclusion

Inertia control through velocity-based impedance shaping is presented, showing the
velocity input shaping each axismotionwith force error reduction. In terms of overall
performance, the inertia caused by friction forces during the cornering period was
reduced to approximately 45% for the axes of Cartesian motion by tuning the stiff-
ness and damping ratio values. The proposed control reduced vehicle speed to make
the vehicle slower during the cornering session, which correlated to kinetic energy
reducing. The proposed impedance control parameter has the potential to be opti-
mised using a learning system, which will be one of the future works in this research,
rather than proceeding with actual system implementation.
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An Observation of Different Clustering
Algorithms and Clustering Evaluation
Criteria for a Feature Selection Based
on Linear Discriminant Analysis

K. H. Tie, A. Senawi, and Z. L. Chuan

Abstract Linear discriminant analysis (LDA) is a very popular method for dimen-
sionality reduction inmachine learning.Yet, theLDAcannot be implemented directly
on unsupervised data as it requires the presence of class labels to train the algorithm.
Thus, a clustering algorithm is needed to predict the class labels before the LDA can
be utilized. However, different clustering algorithms have different parameters that
need to be specified. The objective of this paper is to investigate how the parame-
ters behave with a measurement criterion for feature selection, that is, the total error
reduction ratio (TERR). The k-means and the Gaussian mixture distribution were
adopted as the clustering algorithms and each algorithm was tested on four datasets
with four distinct clustering evaluation criteria: Calinski-Harabasz, Davies-Bouldin,
Gap and Silhouette. Overall, the k-means outperforms the Gaussianmixture distribu-
tion in selecting smaller feature subsets. It was found that if a certain threshold value
of the TERR is set and the k-means algorithm is applied, the Calinski-Harabasz,
Davies-Bouldin, and Silhouette criteria yield the same number of selected features,
less than the feature subset size given by the Gap criterion. When the Gaussian
mixture distribution algorithm is adopted, none of the criteria can consistently select
features with the least number. The higher the TERR threshold value is set, the more
the feature subset size will be, regardless of the type of clustering algorithm and the
clustering evaluation criterion are used. These results are essential for future work
direction in designing a robust unsupervised feature selection based on LDA.
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1 Introduction

Data with large number of features or variables are known as high dimensional
data. The number of features of high dimensional data can be two, tens, hundreds,
thousands or even up to millions. The larger the number of features means the higher
the dimension of the data. Data of high dimensionality are often associated with the
problem of high complexities in modelling. In many cases, some of the features are
highly correlated and redundant [11]. Therefore, a pre-processing step that transforms
high dimensionality data into lower dimensionality data is necessary and thereby
allow significant features to be identified.

Lots of work were devoted on dimensionality reduction using mutual information
stated in [8] and [22], correlation-based criterion stated in [5] and [21], principal
component analysis (PCA) stated in [1] and [23] and linear discriminant analysis
(LDA) stated in [2] and [14]. TheLDA-basedmethod is one of the popular approaches
for feature selection. The focus of LDA is to maximize the separation of multiple
classes. It has high performance in classifying unknown dataset and works by finding
the discriminating function that gives clear separation of the data samples.

LDA has shortcomings when the data is unsupervised since it was specifically
designed for supervised data. In particular, the number of class labels of the data is
required for the LDA to be utilized. Nevertheless, it still can be adopted for unsuper-
vised data by performing some clustering onto the data so that the number of class
labels can be predicted in advance [24].

It is worth to note that a combination of LDA and k-means clustering algorithm is
believed to offer higher classification accuracy compared to a combination of PCA
and k-means or just k-means alone [6]. In addition, a combination of LDA with
Gaussian mixture clustering is expected to perform well in nonparametric regression
[9].

This paper aims to present an analysis of how the number of selected features
behave using LDA-based feature selection under different clustering algorithms and
clustering evaluation criteria. Note that the feature selection method being used is
an unsupervised approach. The fewer the number of features selected, the better the
clustering algorithm and the clustering evaluation criterion.

The next section of this paper discusses the clustering algorithms and clustering
evaluation criteria that were used to group the samples of the data sets before the
LDA-based feature selection can be carried out. The discussions are given in Sect. 2.1
and Sect. 2.2, respectively. The feature selection method applied for the observa-
tion is explained in brief in Sect. 2.3, while Sect. 3 describes how the experiment
was performed. Section 4 is reserved for presenting the results and discussing the
experimental findings. Finally, Sect. 5 delivers some concluding remarks of the study.
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2 Related Works

2.1 Clustering Algorithms

Clustering is a process of creating a number of clusters by dividing the data based
on their characteristics [19]. Clustering algorithms are used to solve classification
problems involving data that do not have target or dependent variables. They will
put together the data samples which are similar to each other in the same cluster
while separating them as different as possible from other clusters. In this paper, two
clustering algorithms are considered: k-means and Gaussian mixture distribution.
These two clustering algorithms were chosen for the analysis as they have distinct
clustering approaches. The k-means is a hard-clustering method [12, 17]. On the
other hand, Gaussian mixture distribution is a soft clustering method [10, 25]. Hard
clustering methods assign the data points only to a cluster only while soft clustering
methods may put data into different clusters.

k-means. The k-means is a clustering algorithm that makes centroid a base cluster
and minimizes the sum of distances between the data samples and their respective
cluster centroid. There are many ways of measuring the distance, but Euclidean
distance is the most commonly used [20]. The k-means has been proven easy to use,
consume less memory and has high computation efficiency when compared to other
clustering algorithms [18].

GaussianMixture Distribution. Gaussianmixture distribution is a clustering algo-
rithm based on the superposition of multiple Gaussian distributions which is also
known as Gaussian mixture model (GMM). The advantage of using the Gaussian
mixture distribution is that it can create a model-based framework where the number
of clusters and contribution of each feature in the clustering process can be shown
[16].

2.2 Clustering Evaluation Criterions

Clustering evaluation criterion is a core component in finding different groups in data.
Basically, an evaluation criterion is a distance value that quantifies which group a
sample belongs. There aremany criteria that can be used to determine the best division
with an optimal number of clusters for a dataset. Four of them are discussed below:
Calinski-Harabasz index, Davies-Bouldin index, Silhouette index and Gap statistic.

Calinski-Harabasz. The Calinski-Harabasz focuses on the ratio of the sum of
cluster scattering within a cluster and cluster scattering between the clusters. Higher
ratio indicates that the clusters are stable and have a good division between different
clusters. This criterion is a good choice when quick results are desired as it is simple
and thus can be computed within a short time.
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Davies-Bouldin. The Davies-Bouldin evaluates the cluster by comparing the
distance between clusters and the size of each cluster. The lower the index means,
the better the separation between the clusters. It only needs a few controlled param-
eters to determine the number of clusters [26]. However, this criterion is limited to
Euclidean distance only.

Silhouette. TheSilhouette calculates the difference between the distance of points of
different clusters and the adjacency of points within the cluster. The difference is then
compared to the maximum distance of points of different clusters or the maximum
adjacency of points within the cluster. The higher the index value means the better
the separation of the clusters. This criterion has its benefit as it can determinewhether
the data lying in the correct cluster, incorrect cluster or overlapping cluster. It also
has been proven to give higher performance efficiency in predicting the number of
clusters than the Calinski-Harabasz and Davies-Bouldin [3]. However, it has greater
complexity when compared to the Calinski-Harabasz and Davies-Bouldin.

Gap Statistic. The gap statistic compares the changes of dispersion within a cluster
with the expected error for the same number of clusters is under a null reference
distribution. However, the gap statistic is likely to fail if underestimation and overes-
timation of cluster occurred. Its performance was found to be relatively higher when
combined with k-means compared to basic k-means [7].

2.3 MSOLS Feature Selection Guided by LDA

Multiple sequential orthogonal least squares (MSOLS) algorithm is a feature selec-
tion and rankingmethod to that rank significant features byusingprincipal component
analysis (PCA) to guide the selection [4]. In the method, the principal components
are treated as dependent variables while the original features are taken as indepen-
dent variables in the multiple regression models. The measurement criterion used
to rank features importance in the MSOLS method is called as total error reduction
ratio (TERR). In this paper, a similar approach proposed by [4] is adopted. However,
instead of PCA, this paper utilizes the LDA as the dependent variables so as the
characteristics of the LDA is taken into account to guide the feature selection and
ranking. Detail steps to perform the LDA can be found in [15].

3 Methodology

Four public datasets were used to analyze how the number of selected features using
the LDA-based feature selection described earlier behave under different clustering
algorithms andclustering evaluation criteria. The clustering algorithms andclustering
evaluation criteria discussed in Sect. 2.1 and 2.2, respectively, were applied in the
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Fig. 1 Overall flowchart

experiment. In addition, three different threshold values of the TERR criterion were
used to perform the observation: 80, 90 and 95%. One unsupervised dataset (Alate
Adelges) and three supervised datasets (Iris,Wine, andBreast Cancer)with neglected
class label were employed. Hence, 24 different tests were conducted for each dataset
based on the two clustering algorithms, four evaluation criteria and three threshold
values. Note that all features of the datasets are numeric values. The number of
selected features was recorded for every test.

The Alate Adelges dataset consists of 19 features which were collected based on
40 winged aphids. The full dataset can be found from [13]. The Iris Data consists of 4
features, collected from 3 classes of Iris plants where 50 observations were recorded
for each class. The Wine datasets consists of 13 features collected based on 178
observations from 3 types of wine. Meanwhile, the Breast Cancer dataset consists
of 10 features which were collected based on 699 observations. The Iris, Wine, and
Breast Cancer datasets can be obtained from the UCI Machine Learning Repository.
The overall flowchart is shown in Fig. 1.

4 Results and Discussions

The results of the experiments on the four datasets are given in Table 1, Table 2, Table
3, Table 4, Table 5, Table 6, Table 7 and Table 8. It can be observed that the k-means
algorithm shows either lower or same average number of selected features than the
Gaussian mixture distribution algorithm for all threshold values being considered
except for the case 95% threshold value when tested with the Alate Adelges dataset.
This proves that the feature selection method selects a smaller number of features
when coupled with the k-means algorithm. The Calinski-Harabasz, Silhouette and

Table 1 Number of selected features of Iris dataset at different threshold values of TERR and
clustering evaluation criteria under the k-means algorithm

TERR threshold (%) Clustering evaluation criterion Average

Calinski-Harabasz Silhouette Gap Davies-Bouldin

Number of selected features

80 2 2 2 2 2

90 2 2 3 2 2

95 2 2 3 2 2

Average 2 2 2 2
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Table 2 Number of selected features of Iris dataset at different threshold values of TERR and
clustering evaluation criteria under the Gaussian mixture distribution algorithm

TERR threshold (%) Clustering evaluation criterion Average

Calinski-Harabasz Silhouette Gap Davies-Bouldin

Number of selected features

80 2 2 2 2 2

90 2 2 3 2 2.25

95 2 2 3 2 2.25

Average 2 2 2.67 2

Table 3 Number of selected features of Alate Adelges dataset at different threshold values of
TERR and clustering evaluation criteria under the k-means algorithm

TERR threshold (%) Clustering evaluation criterion Average

Calinski-Harabasz Silhouette Gap Davies-Bouldin

Number of selected features

80 3 3 3 3 3

90 6 6 7 6 6.25

95 13 13 14 13 13.25

Average 7.33 7.33 8 7.33

Table 4 Number of selected features of Alate Adelges dataset at different threshold values of
TERR and clustering evaluation criteria under the Gaussian mixture distribution algorithm

TERR threshold (%) Clustering evaluation criterion Average

Calinski-Harabasz Silhouette Gap Davies-Bouldin

Number of selected features

80 4 4 3 3 3.5

90 7 7 6 7 6.75

95 12 12 13 10 11.75

Average 7.67 7.67 7.33 6.67

Table 5 Number of selected features of Wine dataset at different threshold values of TERR and
clustering evaluation criteria under the k-means algorithm

TERR threshold (%) Clustering evaluation criterion Average

Calinski-Harabasz Silhouette Gap Davies-Bouldin

Number of selected features

80 7 7 8 7 7.25

90 10 10 10 10 10

95 11 11 11 11 11

Average 7.33 7.33 8 7.33
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Table 6 Number of selected features of Wine dataset at different threshold values of TERR and
clustering evaluation criteria under the Gaussian mixture distribution algorithm

TERR threshold (%) Clustering evaluation criterion Average

Calinski-Harabasz Silhouette Gap Davies-Bouldin

Number of selected features

80 7 7 7 8 7.25

90 10 10 10 11 10.25

95 11 11 11 12 11.25

Average 7.67 7.67 7.33 6.67

Table 7 Number of selected features of Breast Cancer dataset at different threshold values of TERR
and clustering evaluation criteria under the k-means algorithm

TERR threshold (%) Clustering evaluation criterion Average

Calinski-Harabasz Silhouette Gap Davies-Bouldin

Number of selected features

80 5 5 4 5 4.75

90 8 8 7 8 7.75

95 9 9 8 9 8.75

Average 7.33 7.33 6.33 7.33

Table 8 Number of selected features of Breast Cancer dataset at different threshold values of TERR
and clustering evaluation criteria under the Gaussian mixture distribution algorithm

TERR threshold (%) Clustering evaluation criterion Average

Calinski-Harabasz Silhouette Gap Davies-Bouldin

Number of selected features

80 5 5 5 5 5

90 8 8 8 8 8

95 9 9 9 9 9

Average 7.33 7.33 7.33 7.33

Davies-Bouldin clustering evaluation criteria shows the same average number of
selected features for each dataset under the k-means algorithm. This can be seen
from Table 1, Table 3, Table 5, and Table 7. In the meantime, the Gap statistic fail
to give a consistent pattern if compared to the other three criteria under the same
clustering algorithm.

If the Gaussian mixture distribution is considered, only the Calinski-Harabasz
and Silhouette evaluation criteria seem to show the same number of selected features
when the same threshold values are considered through all four datasets. However,
none of the criteria able to consistently select features with the least number when
the Gaussian mixture distribution is applied.
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It can also be observed that the number of selected features can increase signif-
icantly when the threshold value increases for all evaluation criteria, under both
clustering algorithms as depicted in Table 3 and Table 4. Thus, the higher the TERR
threshold value is set, the more the number of features may be selected, regardless
which type clustering algorithm as well as the clustering evaluation criterion.

5 Conclusion

This paper analyses how different combinations of clustering algorithms and clus-
tering evaluation criteria behave with an LDA-based feature selection. Through the
experiment, it can be inferred that the feature selection method selects a smaller
number of features when coupled with the k-means algorithm than the Gaussian
mixture distribution algorithm. The Calinski-Harabasz, Silhouette, and Davies-
Bouldin select the same number of features with the k-means algorithm, which is
better than the Gap clustering criterion. As for the TERR threshold value, the higher
the value is set, the more the number of features will be selected. Thus, one can
anticipate that a higher TERR value will lead to a better classification result.
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Recent Advances and Open Challenges
in RFID Antenna Applications

Nazmus Sakib Khair, Nurhafizah Abu Talip Yusof,
Mohd Hisyam Mohd Ariff, Yasmin Abdul Wahab, and Bifta Sama Bari

Abstract Ultra-high-frequency (UHF) radio frequency identification (RFID) tech-
nology has been gaining significance with the progression of wireless commu-
nication systems and equipment having a wide variety of applications. This tech-
nology has been promoted as a low-cost, low-energy method of operation. A huge
number of papers demonstrate the possibility of foreign materials or specific objects
being tracked and monitored in food packaging, healthcare, agriculture, and envi-
ronmental conditions. Maximum work focuses on area coverage, and significant
information has been gathered to exhibit possibilities, but some open challenges and
limitations have also been manifested in the previous research. Thus, further infor-
mation is needed for a profound understanding of the RFID antenna method to make
them dependable and applicable. From a system point of view, the challenges and
state-of-the-art techniques of the UHF RFID antenna are comprehensively summa-
rized and clearly highlighted in terms of sensing and communication.Oncoming apti-
tudes with recommended challenges to mitigate current limitations of RFID antenna
design are also discussed.

Keywords UHF antenna · RFID ·Wireless communication systems · Antenna
design

1 Introduction

Radio frequency identification (RFID) is a microwave-based technology that is used
for recognition using radio frequency electromagnetic waves to transfer data [1, 2].
RFID is a thriving technology throughout theworld [3]. This technology is used in the
identification and tracking of individual objects, including people, animals, or other
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items [4–6]. Normally, three types of frequencies are used in RFID systems. Low-
frequency (LF) RFID ranges from 125 to 134 kHz, the high-frequency (HF) RFID
range is 13.56 MHz, and the ultra-high-frequency (UHF) RFID ranges from 860
to 960 MHz. Different countries use different variations of the UHF system. Using
UHF systems, systems can cover a large area with a flexible reading range rather than
LF and HF [7, 8]. UHF is normally used in radio services, Wi-Fi, Bluetooth, satellite
communications, cell phones, television broadcasting, and other various applications
[9]. Low frequencies are typically used in the military, radio broadcasting, radio
navigation signals and other different sectors. High frequencies are usually used
in military communications, ship-to-ship communications, in the aviation sector,
radar, etc. LF tags usually have slower transfer rates than HF and UHF. LF can be
used at a few centimeters’ distance. The HF operation range varies from millimeters
to meter, and its data rates are acceptable for different uses. UHF tags can be read
from a long distance and have fast identification characteristics [10–12]. Due to its
long range, fast transfer rates, and low cost, UHF has become popular for a variety of
applications, including industrial applications such as tool tracking, IT asset tracking,
and laundry management. The UHF antennas’ receiving and sending signal range
varies from 300 MHz to 3 GHz. Common UHF antenna designs include microstrip
antennas, fan dipole antennas, Yagi antennas, UHF reflectors, planar antennas, and
log periodic dipole antennas. UHF RFID antennas are beneficial because of their
passive, wireless, low-profile, solid size, and particular application in infrastruc-
tures. However, there are some limitations to the existing antenna system in antenna
performance, including antenna bandwidth, gain, directivity, and size. In this paper,
we have discussed a concise idea about different types of UHF antennas. More-
over, numerous applications of UHF RFID antennas in different sectors have been
presented here, which is the main focus of this study. In addition, possible solutions
to the current issues with RFID antenna systems and their future directions have
also been discussed.

The rest of this paper is organized as follows: Section 2 represents a concise
description of different UHF RFID antenna designs. Section 3 discusses the appli-
cation of different existing UHFRFID antennas in different sectors. Finally, possible
solutions have been shown in Section 4, followed by a conclusion in Section 5. This
gives a sense of where the study will go next.

2 Types of UHF Antenna

2.1 Microstrip Antenna

The microstrip antenna is a comparatively recent creation. It is allowed to
implement a handy integration of an antenna with other circuits of a communication
system on a common printed-circuit board (PCB) or a semiconductor chip. Li et al.
[13] proposed amicrostrip array antennawith a gain of 9.5 dBi inwhich the integrated
circuit technique is used to fabricate the antenna to achieve good accuracy. Pratigya
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M. et al. [14] proposed a series-fed microstrip array antenna whose gain is 15.5
dBi and reflection loss is about −10 dB. Both antennas used the array technique,
but their goals were not the same. Microstrip antennas are popular because of their
light weight, lower cost, lower profile, superior portability, ease of fabrication, and
suitability for arrays and planar configuration. But it has some disadvantages too,
such as lower gain and narrow bandwidth. The operational range of microstrip
antennas is from 100 MHz to 100 GHz. However, they normally operate in the GHz
range.

2.2 Reflector Antenna

The reflector antenna is popular in spacecraft systems because of its simple construc-
tion, light weight, and advanced manufacturing design. Moreover, Park et al. [15]
proposed a single-beam parabolic reflector antenna for radar applications. The func-
tion of a reflector antenna is to reflect electromagnetic waves. Derry et al. [16]
proposed an antenna with narrow-wall slots and a unique design of a V-shaped
metal reflector with a bandwidth of 780 MHz and a VSWR of 1.5. The main objec-
tives are to increase the gain and enhance the side lobe level. The antenna is made
for X band applications. These two antennas can be differentiated by design, appli-
cation, and gain. The major disadvantage is that the reflector requires symmetrizing
to eliminate obstacles at the feed point. A reflector antenna can be made up of
different types of reflectors, whose shapes can be hyperbolic, ellipsoid, parabolic,
etc. The most common reflector antenna that is used in several applications is the
parabolic type.

2.3 Yagi Antenna

The Yagi antenna, also known as the Yagi-Uda antenna or aerial, is a remarkably
popular antenna where gain and directivity are vital. Singh et al. [17] proposed a
compact Yagi antenna for near field UHF RFID systems. The Yagi antenna has a
dipole as themain radiating component, and power is directly engaged from a feeder.
P. Ngamjanyaporn et al. [18] present in their work a switch-beam circular array
using a Yagi antenna for space communications, which has 7 main beam directions
and the gain of the antenna is 7 dBi. A reflector is also added to the radiating compo-
nent, which is about 5% longer than the radiating component, resulting in better
gain and directivity than other normal dipole antennas. This kind of antenna is easy
to fabricate and lower in cost. But it has some disadvantages too. For a higher gain
antenna, the size becomes too long.
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Table 1 Characteristics of different UHF RFID antennas.

Authors Antenna type Design
technique

Antenna size
(mm)

Gain
(dBi)

Bandwidth

Li et al. [13] A low-profile
dual-polarized
microstrip antenna
array

n/a 120 × 112 ×
5.3

9.5 200–300 MHz

Park et al. [15] A single beam
parabolic reflector
antenna

n/a n/a n/a 24–77 GHz

Singh et al.
[17]

A compact
Yagi-Uda antenna

n/a n/a n/a 868 MHz

Hua et al. [19] A high-gain planar
dual reflector
antenna

CST 122 × 78 × 3 16 32.7–37.6 GHz

Zengin et al.
[21]

A planar log
periodic antenna

CST n/a 7.8 2–6 GHz

2.4 Planar Antenna

The planar antenna is a two-dimensional antenna because the active and para-
sitic components are set in one plane. The planar antenna can also be classi-
fied as a microstrip antenna. Hua et al. [19] proposed a high-gain planar dual
reflector antenna using computer simulation technology (CST) with 16 dBi gain.
A planar antenna is an ultra-wideband antenna, and it has lower cost advantages.
Tian Ling Zhang et al. [20] proposed an oversized rectangular antenna for the Ka
band which has a low profile structure and good impedance bandwidth and high
efficiency. These two planar antennas have simple and low-profile structures. Owing
to its low profile and size, it is perfect for wireless communications. However, some
planar antennas have low gain, low radiation efficiency, and a narrow bandwidth.

2.5 Log Periodic Dipole Antenna

The log periodic antenna, or aerial, also known as LPDA, is an antenna that can
provide directivity and gain at the same time over a wide band of frequencies. Zengin
et al. [21] proposed a trapezoidal dipole array antennawith 7.8 dBi gain. The log peri-
odic dipole antenna consists of several dipole components. It can be used in different
frequency applications where the pattern and radiation of the antenna do not depend
on frequency. Xin-Rong Li et al. [22] demonstrated a new high-gain printed log-
periodic dipole antenna with a gain of 9.1–12.6 dBi based on substrate integrated
waveguide methods. The wide bandwidth is the main advantage of the develop-
ment of LPDA antennas. However, it has some disadvantages too. For example, the
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antenna has lower gain compared to other antennas, and it cannot be used in omni-
directional applications. The characteristics of different UHF RFID antennas have
been shown in Table 1.

3 Review of UHF Antenna Applications

3.1 Telecommunication Technology

In the telecommunication sector, the use of UHF RFID technology is increasing
day by day for its cost-effective performance in tracking data-center assets and
costly instruments. Mobile phone producers realize that RFID-enabled mobiles
will be embraced by consumers to make payments at stores, buy tickets on mass
transit, and manage other financial services. Hence, since RFID systems have a
limited communication range, it is necessary to use several RFID readers and related
devices in a network area to cover all tags.Due to the communication range limitation,
configuring an RFID system in a large area is very significant and difficult. Zhao et al.
[23] came up with a solution to deal with these problems by figuring out how to deal
with interference and coverage issues while taking into account the cost. Reliability
and performance issues have to be taken into account in telecommunication services
as well [24]. This is due to poor monitoring of construction, professionals’ activities
and construction areas,whichhave been liable for different occupational insecurities .
An experiment was done by Osunsanmi et al. [25] to make sure construction workers
were safe, which used radio frequency identification (RFID) and mobile technology.

3.2 Biomedical Technology

Different types of antennas are used in biomedical technology to detect health
diseases [26, 27]. Every year, millions of people are affected by different kinds
of chronic diseases, and millions of them die. Various kinds of innovations have
been invented for the purpose of the identification and treatment of different
types of chronic diseases. Nowadays, different types of UHF miniature patch
antennas are applied for various biomedical applications such as cancer detection,
tumor detection, or stroke imaging. Besides, there have been approaches to devel-
oping respirational rate monitors recently in order to improve the system’s health.
Those approaches sprout with the awareness that patient safety is a serious matter in
global public health concerns. Mistreatments in the healthcare industry are on the
rise as a result of medical errors caused by misidentifications. RFID is implemented
to develop safety, proper identification, efficiency, and reduce cost [28]. Najera et al.
[29] tried to give two kinds of solutions in their study: one solution is for medical
equipment tracking for real-time location and theft prevention; the other is for
taking care of and monitoring the patient in the hospital. Recently, the use of RFID
antennas in different ways is growing in a variety of biomedical fields.
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3.3 Agricultural Technology

The advancement of UHF RFID and related innovations such as antennas, transpon-
ders, and other electronic devices provides enormous opportunities for agricultural
research, development, and innovative thinking. Owing to its track-down capacity,
UHF RFID is used for monitoring the food chain. UHF RFID is also used for soil
water monitoring, irrigation, environmental monitoring, and other purposes. But it
has some challenges in collecting data in a rough environment with dirt and high
temperatures [30]. In cold climate countries, UHF RFID technology is very good
at modernizing greenhouse management because it is low-cost and power-efficient.
[31].Wang et al. [32] presented the effect of a passive RFID sensor on the growth and
different characteristics of a specific harvest. Deng et al. [33] proposed a technique
in their work soil environment control system using RFID sensors and short-range
(LoRa) wireless communication to know long-term and low-cost monitoring.

3.4 Livestock Farming Technology

RFID technology is becoming a very common method for the livestock farming
industry for animal identification and tracking. The awareness that animals carry
diseases and other environmental issues has motivated the research and development
of individual identification and tracking systems for livestock. Moreover, the RFID
system is cost-effective and reduce the incidence of livestock theft. Thus, RFID
technology can be said to be very effective for monitoring and taking care of live-
stock. Basic RFID systems for animals consist of a reader and an identification tag.
Transponders of different sizes, factors, and weights have been developed, together
with ear tags, small capsules, and rumen boluses [34]. In animal husbandry, LF
transponders are not very sensitive to radio wave trespassing and water. In addition,
LF transponders will not be influenced by metal in the environment, thus making
them a very good option for animal facilities [35]. For the purpose of animal behavior
studies, UHF RFID antennas are currently being used by different experimentation
groups. By implementing passive HF RFID with an operating frequency of 13.56
MHz, the feeding of piglets was successfully identified in a semi-commercial state
[36]. Meanwhile, Maselyne et al. [37] proposed a HF RFID system to validate its
suitability for pigs’ feedingmodels at a round trough in the housing area. Thus, based
on the research that has been reported, the use of UHF RFID technology can be said
to be increasing very fast in present days.

3.5 UHF RFID Antenna Application in Other Technologies

Besides the above applications mentioned in sub-topics 3.1 to 3.4, UHF RFID
technology is also used in some other areas, including flood detection systems,
humidity identification, green house monitoring, Bluetooth connection, television
broadcasting, radio services, etc. It has also been reported that the UHFRFID perfect
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Table 2 Comparison of different UHF RFID antenna applications.

Author Type of antenna
project

Applications Size (mm) Performance Prototype

Li et al. [1] A flooding
warning system
based on an RFID
tag array for
energy facilities

To measure the
performance of
buried tags for
flood detection.

n/a n/a

Narci- andi
et al. [39]

A UHF-RFID
gate control
system based on a
convolutional
neural network

To classify
transpallet
actions at gates
or check points.

n/a n/a

Sarkar
et al. [40]

A dual frequency
circularly
polarized UHF
RFID/WLAN
circular patch
antenna for RFID
readers

To gain dual
band operability
and circular
polarization at
both respective
frequencies.

84 × 84 ×
1.6

Band-width: 915
MHZ & 2.45
GHz. Gain: 0.58
dBi and 6.84 dBi

Turki et al.
[41]

Chemical vapor
detects passive
RFID tags

To detect the
threshold of
certain chemical
vapors.

80 × 60 Band-width: EU
band 865–868
MHz and US
band (902–928)
MHz

Ngyen
et al. [42]

Wireless
interrogation of
small animal
phantoms with a
miniature
implanted UHF
RFID tag

To identify
small animals in
different
positions.

30.5 ×
30.5

868 MHz

for use in disaster-hit areas and sewerage systems. Rennane et al. [31] presented
a self-dependent multi sensing passive UHF RFID tag for greenhouse monitoring.
While Borgese et al. [38] proposed a chipless RFID sensor based on an artificial
impedance surface, which result in the tag’s having a lower error chance when it
is used as a threshold sensor. Table 2 shows a comparison of different characteristics
of UHF RFID antenna applications.

4 Issues with Possible Solutions

UHF RFID has great advantages comparable to LF systems, such as a longer read
range, faster data transfer rate, and programmability. However, there are some limi-
tations associated with the antenna system. Firstly, the antenna performance can be
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affected by the variation of the antenna substrate material. Besides, antennas with
low gains and bandwidth will disrupt the whole antenna performance. This means
that an antenna with a good value of gain and suitable bandwidth is highly desir-
able. Furthermore, the antenna radiation pattern can have an impact on how well the
antenna works as a whole. This makes the antenna less directed.

Tomitigate the above limitations, several techniques should be implemented in the
design of an RFID antenna. Based on the trends and previous analysis of antenna
design techniques, some observations are proposed, particularly for the efficient
applications of the RFID antenna methods. Different flexible substrates can be used
for antenna design according to the applications. The chipless RFID tag can bemade
on flexible substrates by printing techniques using conductive inks because it does
not contain weighty chips but only ametal model as an antenna, lowering the fabrica-
tion cost significantly [43]. The printability of the tags on extensionable substrates is
also desired to qualify the RFID tag as suitable for any surface [44]. Conductive ink
plays a significant role in printable antennas. The manufacture of conductive inks
and obtaining conductive models by using several sinteringmethods could be recom-
mended [45]. The backscattered signal is subject to environmental multipath routes
to the reader that cause both frequency and time-selective effects [46]. It is recom-
mended to apply different techniques to make the system sensitive and perform well.
Several techniques, including reflector layer and partial ground techniques, could
be used to enhance antenna gain, bandwidth, and directivity [47, 48]. In addition,
impedance matching could be recommended in antenna design to achieve the desired
performance. To sum up the discussion, low fabrication costs, simple processing
steps, less waste, the appropriate substratematerial, and simple patterning techniques
are advantages for cost-effective antenna manufacturing [49].

5 Conclusion

This paper presents an overview of the applications of UHF antenna systems based
on RFID technology. The related issues have been summarized, and the challenges,
reasons, and state-of-the-art have been presented. This study offers a comprehensive
understanding of problems and instructions in the RFID area. This review paper
also includes a brief discussion on antenna design techniques with the intention of
giving an overall overview to the new researchers working on a wide range of RFID
antenna systems and applications.
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Investigating Vehicle Characteristics
Behaviour for Roundabout Cornering

Ashaa Supramaniam, Muhammad Aizzat Zakaria,
Mohamad Heerwan Peeie, and Gerogious Papaioannou

Abstract The allowable range of speed that a vehicle can tolerate in a constant
radius turn is crucial for the development of smart assistance systems. Although
the development of advanced system observers has been grown since early days of
its introduction, extensive study is required in monitoring the vehicle’s behaviour
in the conditions such as variation of vehicle dynamic parameters and terrain type.
Autonomous vehicles will fail to judge the parameter of the road cornering due to
the safety constraints of the vehicle. Thus, the primary concern of this paper is to
study the vehicle’s behaviour for different curvature profiles. A real-time simulation
for a typical Sedan is presented to test a constant roundabout turning with a radius
of 50 m for this measure. In prior to that, a detailed analysis on the vehicle stability
and handling responses are discussed. The vehicle is found to be traveling in a stable
region at a speed from 10 to 74 km/h. The vehicle enters a critical area when speed
is more than 74 km/h. Therefore, that the allowable range of speed that the vehicle
can travel in a 50 m radius turn lies between 10 to 74 km/h. The stability is evaluated
by two criterions which are the yaw rate and sideslip angle.

Keywords Vehicle dynamics · Roundabout cornering · Stability analysis

1 Introduction

Vehicles has been a very important invention throughout the study of technology
and its’ growth of it in the automotive industry has shown tremendous improvement
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over the past few decades. Due to this, number of vehicles, especially cars have
been increasingly seen on the roads. Increasing number of vehicles on road directly
influence the frequency of road crashes and therefore an identification of the cause of
this is needed to help reduce the issue. In prior to thatmatter, vehicle stability has been
the biggest concern in reducing the risk of road accidents. Active driver assistance
systems embedded in vehicles has been proven sustainable in most of the automotive
industries. Among the popular vehicle stability controls are the Electronic Stability
Control (ESC), Adaptive Cruise Control (ACC), Forward CollisionWarning System,
Active Rollover Protection andAnti-lock Braking System (ABS) [1]. All these active
control systemswere introduced into themarket in an effort to reduce the number and
severity loss-of-control automobile accidents. These systems are not only certified to
human driven vehicles, but also in autonomous vehicles (AV). Generally speaking,
the stability active systems are made up a monitor and a controller [2]. The monitor
detects when the vehicle leaves a stable behavior using acceptable vehicle dynamics
variables. In this paper, the primary concern is to monitor the vehicle’s stability and
behavior for a roundabout cornering.

The stability of the vehicle is observable by determining several criteria such as the
lateral acceleration, the vehicle slip, side slip and the yaw rate of the vehicle. In order
to conjugate with curvy road conditions, the vehicle’s behavior needs to meet the
requirements accordingly. However, the problem arises when the vehicle navigates
at different cornering speeds, especially tight roundabout corners. Autonomous vehi-
cles will fail to judge the parameter of the road cornering due to the safety constraints
of the vehicle. Considering the kinematic of cornering, the yaw rate and longitudinal
speed of the vehicle alone does not aid in computing those stability criterions. Factors
such as large vehicle slip angles and lateral acceleration will act as a disturbance in
cornering [3]. This results in AV to experience instability during driving. Thus, the
main objective of this paper is to classify the stability region of the vehicle for a
50 m radius road radius using vehicle simulator. The paper is organized as follows:
Sect. 3 reviews on the previous work done by other researches. Section 4 presents
the process design of the vehicle simulator and its application to the vehicle system.
Section 5 presents the stability and handling analysis and the simulation results are
illustrated. Section 5 concludes the paper and shows recommendations for future
works.

2 Previous Work

The lateral stability is the crucial feature in every type of vehicle, whether in
a distributed drive electronic vehicle (DDEV), ordinary electric vehicle (EV),
autonomous vehicle (AV) or fossil fuel-based vehicles. A high-speed vehicle in a
sharp turn may lose the lateral stability when it encounters fast caried road adhesion
coefficients. Many researches have considered the study on lateral motion as a major
part in vehicle stability, performance analysis and control [4, 5]. The real perfor-
mance of the vehicle’s lateral dynamics control mechanism is closely connected to
the lateral stability of the vehicle. As far as the study of the vehicle stability area
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is concerned, few cases have been documented as opposed to the aforementioned
vehicle lateral dynamics control [6].

These methodologies show different indication accordingly. Some work requires
constant and the negligence of parameters to suit with the type of study the researches
are working on. The scope of the work in stability analysis for transient vehicle varies
according to the need of the running conditions. Despite of the methodology used,
the lateral stability analyses in [7, 8] indicated that the reliability of the balance point
disappears as the speed of the vehicle and the steering angle increase above a certain
limit. This shows that the vehicle exhibits instability behavior and is affected by the
inputs of the longitudinal speed and steering angle while turning. The authors have
also assumed the constant velocity and tire slip ratio. Therefore, the effect of the tire
slip ration on lateral stability was ignored.

From the point of view of road safety, driving patterns or the style of driving
raise or decrease the risk of an accident, and the driver’s reaction to a sudden and
damaged condition will decide the severity of the accident. Hence, the importance
and under-standing the safety limits at all times. Several scholars have defined the
safety limits of automobiles according to the stability boundaries. Maneuver ability
refers to the capacities of a vehicle moving to the correct heading after the control
of the steering mechanism and the steering wheels. Stability refers to the vehicle
capability to stand up to the external impedances and maintain the original heading
of travel.

Most of the methods usually take into account the yaw rate to ensure cornering
stability [9]. In fact, the sideslip angle [10] is also a crucial factor that determines the
cornering stability and the dynamic behavior of the vehicle determined by both the
yaw rate and the sideslip angle. It is widely believed that the sideslip angle and yaw
rate of the vehicle are closely related to stability, especially when the case is related
with lateral motion of the vehicle [11]. In order to minimize the risk of skidding or
turnover, a relatively small angle of sideslip angle and a fair rate of yaw should be
maintained in the vehicle while taking a turn. State variables, such as yaw rate and
sideslip angle must be maintained within a safe range [12]. Therefore, the analysis
of sideslip angle of the vehicle is needed [13–17].

3 Methodology

3.1 Vehicle Configuration

The vehicle simulator used in thiswork is theCarSim2017. The vehicle configuration
displays the basic parameters of the dynamics and kinematics of the vehicle. This
includes the vehicle body, animator data and systems involved inside the vehicle.
The vehicle body section consists of two main parts which are the rigid sprung
mass and aerodynamics. In this study, a generic C-Class vehicle (Sedan) is used for
the experiment runs. The vehicle parameter configurations are shown in Table 1.
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Table 1 Vehicle parameters

Parameter Value Description

lf 1.015 m Distance of center of gravity to the front axles

lr 1.895 m Distance of center of gravity to the rear axles

m 1270 kg Vehicle mass

Ixx 536.6 kg/m2 Roll inertia

Iyy 1536.7 kg/m2 Pitch inertia

Izz 1536.7 kg/m2 Yaw inertia

According to SAE convection, the reference point is located at the midpoint of the
wheelbase, the mid-point of the track, at ground level, and the reference length is
equal to the wheelbase.

The systems include the powertrain, brake system and steering system. The
internal engine model is 125 kW. Generic 125 kW powertrain with an automatic
transmission. The torque converter data has been tuned to work with the 125 kW
to give reasonable performance. It also uses a viscous type differential of a gear
ratio 4: 1 and an internal transmission model (18 gears). The brake system applied is
without ABS. The front and the rear suspensions have spin inertia of 0.9 kg/m2 for
each side. The un-sprung mass for both sides is 71 kg. The effective rolling radius
is 325 mm and un-loaded (free) radius is 334 mm. These radius constants are used
for the calculation of the vertical force, Fz. The maximum allowed force is set to
100,000 N.

3.2 Procedure Configuration

This section gives us information on the controls and environmental settings used
for the runs. The set up follows the following condition:

• The speed control is set to a constant target speed. Throughout the run, this speed
acts as a variable to determine the allowable range of speed.

• No open-loop braking is applied.
• Shifting is performedwith a closed-loop controller that will use the shift schedules

for the vehicle, using all gears available in the vehicle.
• Steering is set with a closed-loop path follower that will follow the target path

(road centerline) using 1.0 s preview time.
• The direction on the road is set such that the vehicle goes forward. The road was

defined such that going forward implies a turn to the left.
• Condition are set to stop the run when the vehicle has covers exactly one lap

around a looped driver path.
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Table 2 Input and output of
the simulation model

Input Output

• Longitudinal velocity (m/s)
• Road radius (m)

• Yaw rate (rad/deg)
• Lateral acceleration (m/s2)
• Sideslip angle (°)
• Steering angle (δ)

Fig. 1 Roundabout configuration

3.3 Road Configuration

The segment builder in the vehicle simulator dataset makes the provision that the
road should be looped, and specifies a single turn to the left with an angle of 360°
and a radius of 50 m. The length of the roundabout is about 628.32 m. The dataset for
the entire road environment includes the surface friction dataset and some animation
data. For this study, the friction coefficient is fixed to 0.9. The test used to generate
the plots is ISO 4138. ISO 4138 recommends that the radius should not be less than
40 m [18]. Table 2 shows the description of the case studies that will be investigated
(the illustration as shown in Fig. 1).

3.4 Stability Analysis

Prior to that, studies on determining the turning radius based on stability and safety
factors are carried out. From the data obtained, the author can easily find out the
range of allowable speed of the vehicle turning around a roundabout. The value
of the longitudinal speed, Vx gradually increases at a gain of 10 until the vehicle
is spotted to be in a critical area. From the test, it can be observed that there is a
threshold where the vehicle starts to lose the trajectory but remains with a stable
margin. Only few criteria are violated and the author propose to use this information
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Fig. 2 State transition

to introduce a stable or critical area. The conditions will be elaborated in the next
section.

The variable here is the road radius, R, whereby a range of constants are picked
to be investigated. This work only includes the study on road radius of 50 m. For
every test run, the road radius remain constant as the speed varies. The responding
variables are the yaw rate, lateral acceleration, sideslip angle and steering angle.
Table 2 represents the input and output of the simulation model. The input parameter
given to the vehicle is the longitudinal velocity. From the outputs, the vehicle is
classified into two main categories based on two main criteria which are the yaw rate
and sideslip angle. The state transition is determined by the allowable range of speed
that the vehicle can tolerate as shown in Fig. 2.

4 Results and Discussions

4.1 Yaw Rate

Vehicle yaw rate stability is bounded by (1). For each velocity profile, there is a
maximum limit for allowable yaw rate dependent on the tire-road friction coefficient
(TRFC) and longitudinal velocity of the vehicle. Thus, the limit varies for different
vehicle velocity and TRFC. Based on calculations, the yaw rate limit increases with
decreasing vehicle velocity. As observed, during the lateral motion, the longitudinal
velocity of the vehicle decreases and the decrement is higher at increased velocity.
On the contrary, the limit value decreases as the velocity increases. Referring to
Table 3, from 10 to 70 km/h speed, the actual yaw rate of the vehicle has not reached
its maximum limit. Therefore, the vehicle is said to be in a very stable manner and
the handling capability is still safe. The table shows a constant value of the lateral
acceleration for the corresponding velocity of the vehicle.

|ϕ̇| ≤ (μg)/Vx (1)
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Table 3 Yaw rate at different
velocities

Velocity
(km/h)

Yaw rate
(rad/deg)

Maximum
yaw rate
(rad/deg)

Percentage
difference (%)

10 3.191 181.97 98.2

20 6.388 90.98 92.9

30 9.587 60.73 84.22

40 12.8 45.53 71.89

50 16.0 36.42 56.07

60 19.1 30.34 37.05

70 22.18 26.02 15.14

where ϕ̇ is the maximum yaw rate of the vehicle,μ is the TRFC, g is the gravitational
acceleration and Vx is the longitudinal velocity.

At 10 km/h, the yaw rate limit is extremely high due to high TRFC and very low
vehicle velocity. Based on Eq. (1), the yaw rate limit is measured based on TRFC
and vehicle velocity. Thus, the vehicle velocity 10 km/h causes the limit to be very
high. Moreover, a slowmoving vehicle does not easily get affected by instability and
that is why the percentage difference is evidently proven to be very high. However,
at 70 km/h, the yaw limit becomes lower due to very high vehicle velocity. At higher
velocity, the yaw rate of the vehicle is increased. Besides, a decreasing trend can be
seen in terms on the percentage difference between the yaw rate of the vehicle and
the maximum limit of yaw rate as the vehicle travels faster in a lateral motion.

At 80 km/h, the graph turns to nonlinear and the vehicle is found less stable. The
yaw rate of the vehicle is no more constant and starts to vary at different points of the
roundabout. The first 3 and a half seconds of the run, the vehicle seems to experience
a higher yaw rate. The increase in yaw rate is due to sudden change in turning radius
of the vehicle which causes the vehicle to experience oversteer. However, the yaw
rate of the vehicle remains lower than the stability limit. The yaw rate appears to
decrease until the 8th second and remain a slightly constant rate after that and finally
increases a little at the end of the lap. The vehicle is seen to be moving away from
the original path at this point as the turning radius continue to increase as the vehicle
is making a turn whereby the longitudinal velocity remains at 80 km/h. The turning
of the wheels sharply during a fast driving to make a turning can cause back end of
the vehicle to slide out (as shown in Fig. 3).
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Fig. 3 Yaw rate of the vehicle at 80 km/h

4.2 Sideslip Angle

Another prior element that identifies the vehicle’s stability is the side slip angle.
Limiting vehicle sideslip is important to ensure the vehicle does not slip from its
intended path and crash. In fact, the sideslip angle of the vehicle indicates if the
vehicle is moving in the right orientation with respect to its trajectory. This element
also is bounded by (2) to compute the acceptable value of vehicle sideslip angle for
a specific turn radius.

The maximum sideslip angle allowed for a 50 m radius is 10°. Based on Fig. 4,
each sideslip angle for corresponding speed of the vehicle shows a value less than 10°.
This evidence proves that the vehicle does not experience any skidding or turnovers
while making a turn. Plus, the values are significantly small, thus it exhibits a good
stability and handling capabilities. However, at 70 km/h, the sideslip appears to be a
negative point. A negative sideslip means that the vehicle is experiencing skidding.

Fig. 4 Sideslip angle at 80 km/h
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A skid happens when the tire loses their grip on the road and as for this scenario
is due to high velocity of the vehicle which bring to the a oversteer or understeer
condition. Although it is a very small change and it does not give a noticeable change,
the vehicle can be said to be in a critical region. The small change is due to the road
condition which is dry and not slippery.

β = tan−1 0.02μg (2)

where β is the allowable sideslip angle.

5 Conclusion

From the simulation results, the allowable speed range is determined. The stability
analysis of the vehicle is examined based on two important criterion (a) yaw rate
and (b) sideslip angle. The yaw rate of the vehicle seems to be maintained in a linear
region from 10 to 74 km/h and starts to oscillate after 74 km/h. Based on the other
criterion measured by the sideslip angle, the typical Sedan is said to have a linear and
positive value from 10 to 60 km/h. The vehicle experiences skidding which happens
to approach a negative value starting from 70 km/h onwards. According to the study,
the allowable speed for this specific constant radius turn is within 10 to 74 km/h.
This shows that as long as the vehicle stays within this range of speed, the vehicle is
said to be in a stable position. The underlying equations is important in order for a
vehicle to make a perfect cornering. For future research, different road radius can be
investigated, focusing on sharp cornering (bigger curvature) for a better and wider
insight on the estimation of the vehicle’s behaviour during lateral motion.
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Abstract Rice disease identification in early-stage, proper medication in case of
disease affection and managing irrigation at the appropriate time is the most conse-
quential phenomena to increase the production level of the rice. In this paper, a novel
technique to diagnose the rice diseases and smart medication prescription system
have been proposed. Furthermore, the internet of things (IoT) based smart rice field
monitoring system has also been proposed. To identify rice diseases, the leaf image
dataset (consists of healthy and three different diseases) has been analyzed through
the convolutional neural network (CNN). The obtained rice disease diagnosis accu-
racy of the proposed system was 98.7%. In a real-time system, the leaf image data
has been collected remotely using Raspberry Pi and the data has been sent to a server
to be tested by a trained CNN model. Some sensors including soil moisture sensor,
pressure sensor, humidity sensor, and temperature sensor have been implanted in the
targeted field which aims to record the current scenario of the rice field and send the
sensors data to the server. On a web page, proper medications have been displayed if
any rice disease identified. Moreover, the user may monitor his field remotely which
facilitates irrigation in opportune time.

Keywords IoT · Image processing · Deep learning · Convolutional Neural
Networks (CNN) · Leaf disease detection
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1 Introduction

According to United Nation (UN), world population will reach 9.7 billion by 2050,
this may cause a lot of challenges, mainly on food production. To face these chal-
lenges, it is mandatory to increase food production by 70% globally to feed the
increased population in 2050 [1]. Climate change, unnecessary use of pesticide,
irregular irrigation are the main reasons behind the reduction of food production.
The problem regarding to economical disease protection is closely associated with
the issues of sustainable agriculture as well as climate change [2]. Analyzing and
monitoring of rice plant diseases are manually done by the farmers that needs more
time and effort for them to assess certain damage to the plant. Inexperienced and
over usage of pesticide can lead long-term resistance development of the pathogens.
In practice, the disease detection is done by eye observation of the symptoms by
a trained professional, so the person should have good observational skills. But it
becomes difficult for most of the farmers and hobbyists. An automated plant disease
identification system can play a vital rule for most of the farmers and hobbyists by
classifying symptoms. It can reduce unnecessarywaste of pesticide and canminimize
financial cost of the resources.

Various techniques are recently used for plant diseases detection using machine
learning technique. Proper agricultural field monitoring and precious disease detec-
tion can improve production level of crops. Now a day’s different computer-based
techniques are used to identify plant disease. A method of disease identification by
color feature extraction is presented in. Due to rapid improvement in technology,
many researches are focused on implementation of Artificial Intelligence (AI) in
agriculture sector. Support Vector Machine based sugar beet diseases detection is
presented in [3]. Zhang et al. [4] proposed a three-channel CNNmodel based onRGB
colors to detect vegetable leaf diseases. Konstantinos et al. [5] performed several
pre-trained CNN models on a large open leaves’ dataset. Their studies show that
CNN is highly suitable for automatic plant disease identification. Lee et al. [6] intro-
duce a hybrid model to extract contextual information of leaf features using CNN
and Deconvolutional Networks (DN). Deep Neural Networks based recognition of
different plant diseases by leaf image classification is presented in [7]. In smart irri-
gation system proper identification of plant disease as well as proper monitoring of
field condition is very essential. Forecasting about rain and irrigation at perfect time
can reduce irrigation cost as well as waste of water. Smart irrigation over Internet
of Things (IoT) is presented by many authors [8], they showed the effectiveness of
smart irrigation in agricultural field. From the literature review it is observed that
many researchers work with plant disease detection, but nobody has done combined
agricultural field monitoring system and plant disease identification remotely where
people can see their field condition from anywhere.

The major contributions of our work are as follows:

1. In this paper, the main target is to design a low-cost wireless system for
agricultural field monitoring and plant disease identification with possible
medication.
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2. IoT based digital method is applied for monitoring agricultural field monitoring
system where the user can get information from anyplace.

3. The proposed system can provide remote host and a user can access to his ground
from any place.

In this paper, Raspberry Pi, Arduino, Pi camera, moisture sensor, humidity sensor,
temperature sensor and pressure sensor are used to build the model. All the results
and observation shown that the model is most effective for an agricultural field
monitoring system.

This paper is organized as follows: Sect. 2 describes the proposed systemwhereas
the operational workflow is shown in Sect. 3. Section 4 exposes image processing
techniques and Sect. 5 shows results and discussion; followed by a conclusion in
Sect. 6.

2 Brief Explanation of Proposed System

IoT provides remote collection and exchange of different sensor data over internet. A
method has been proposed which is able to send sensor data from field to a webpage
and after monitoring the field condition it is possible to on/off pump through internet.
Apacheweb server has been used in Raspberry Pi for this purpose, which enables it to
serveweb pages, the server and the client can communicate viaHTTPprotocol. Then,
Ngrok communication protocol has been used which is a cross platform tunneling
software that can be used to establish secure tunnels from the internet to the local
network. It is also possible to monitor the current image of the crops and view the
analyzing result on the webpage by commanding the server.

2.1 Data Collection

The rice leaf dataset has been collected from Online (Kaggle) [9]. Total four class
leaf data have been collected (Brown spot, Hispa, Leaf Blast and Healthy). From
the dataset 500 images has been collected as per class. Total 2000 images have been
collected. In this study we build an automatic system which can collect leaf image
from lab, able to detect leaf condition and send the result to webpage. These entire
incidents happen by putting a single command on the webpage. In our model, real-
time image can be captured in Raspberry Pi camera [10] by putting a command on
the webpage and send the result to webpage. In order to check the validation of our
model, online dataset has been used in this study.
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Fig. 1 Data augmentation of rice leaf disease images: a Original image bHorizontal flip c Vertical
flip d Cropping one side of the image by 30% e Gaussian noise f High brightness g Low contrast

2.2 Data Augmentation

Data augmentation is the process to overcome the overfitting during the training stage
of CNNs. The overfitting problem occurs when random noise or errors, rather than
under-lying relationship, are described [11]. With the help of data augmentation,
more image was generated from each image to learn the model as many irrelevant
patterns occurs during the training process. For data augmentation operations, several
techniques are used as rotation transformations, horizontal and vertical flips, and
intensity disturbance which includes disturbances of brightness. Cropping removes
columns or of pixels at the sides of images. In the example below, we are cropping
one side of the image by 30%. A Gaussian noise processing operation is also applied
Natural sources like thermal are responsible for the Gaussian noise. Atom vibration
and distinct radiation character of warm artifacts. In digital images, Gaussian noise
the gray values. To train the model with training data set Gaussian noise images were
used for better results.Via the above operations, 7 new diseased images are generated
from each image, as shown in Fig. 1. Finally, the dataset containing 14,000 images
have been created using data augmentation.

3 Operational Workflow

3.1 Sending Sensor’s Data to User

In this research three types of sensors i.e. Barometric Pressure Sensor—MPL115A1
Breakout, Grove—Moisture Sensor, DHT22 DHT-22 AM2302 Digital Temperature
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Fig. 2 Sensor’s data shown in remote server and user can control pump via server

and Humidity Temperature Sensor have been used. In order to measure the soil mois-
ture of plants, The Grove—Moisture Sensor has been used. Using analog-to-digital
converter (ADC) it can be used very effectively by simply inserting the sensor into
the soil and reading data. To measure the accurate pressure measurements between
50 and 115 kPa, The Barometric Pressure Sensor has been used. DHT22 output cali-
brated digital signal. With the help of this sensor, the temperature and humidity can
be measured. Then all the sensors data are read by Arduino Uno and the values are
sent to Raspberry Pi Apache Server [12] via internet. With the help of these sensors
data, a user can reckon the environment around his field. Then, the user can decide
easily whether to irrigate or not and if required, the user can on or off his pump
through server remotely. The process is shown in Fig. 2.

3.2 Sending Leaf Image and Condition to User

Real time image of the leaf can be seen easily through server by commanding the
server to capture image. If the leaf contains a disease, the server will tell the disease
name, symptoms and its medication to the user by analyzing the image and in case
of healthy leaf, the server will show “Healthy Leaf”. In this study, python language
has been used for developing the CNNmodel and analyzing the images. The process
is shown in Fig. 3.
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Fig. 3 Analyzing result (name, symptoms and medication) shown in server

4 Image Processing Using CNN

Convolutional neural networks (CNN) [13] proposed by Lecun have become one of
the most successful methods in the field of pattern recognition. Locally trained filters
are used in these structures for extracting visual features over the input image. In
the pooling operation the feature maps size has been reduced and use as input image
of the next convolution. This process continues until deep features are extracted.
Following these steps, a classifier usually takes a decision on these features [14]. A
deep convolutional neural network generally refers to a structure involving convo-
lutional layers, pooling layers, and a fully connected network [15]. Convolution
operations are used for extraction of features in this structure, while full connected
network is a classifier on this feature. For classification purposes the fully connected
component can end up with a SoftMax output layer.

4.1 Convolution Layer

Convolution layer is a structure with several fixed-size filters that allows complex
functions to be applied to the input image [14]. This process is carried out by sliding
the locally trained filters over the image. During this system each filter has the
same weight and bias values throughout the image. This is called the weight sharing
mechanism and this mechanism enables the whole image to be represented with the
same feature. Local receptive field of a neuron represents the area which the neuron
is connected in previous layer. The receptive field size is determined by the filter
size. Let m × n and c × c be the size of the input image and the size of the kernel,
i represent the image, w and b are weight and bias values of the filter, respectively.
Output O0,0 can be calculated as in Eq. (1) where f is activation function. Either ReLu
or sigmoid can be used as activation function on this process[15]. The behavior of
the ReLu activation function can also be seen in Eq. (2),
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O0,0 = f

(
b +

c∑
t=0

c∑
r=0

wt,r i0+t,0+r

)
(1)

f (x) =
{
x x > 0
0 else

. (2)

4.2 Pooling Layer

In the feature maps the pooling process is applied and that have passed through
convolution and activation function. Thismakes it possible to generate smaller feature
maps, which are the summaries of the input feature maps. Pooling is performed by
sliding a window on the image to apply the selected operation. The well-known
pooling operations are maximum, average and L2 pooling. While average pooling
takes the average of the input values, maximum pooling passes the maximum value
throughout and L2 pooling calculates the L2 norm of the input. The main advantages
of the pooling operation are the reduction of the image size and the extraction of the
visual features independently on the image [16].

4.3 Fully Connected Layer

The data is converted into a one-dimensional vector after the convolution and the
pooling layers. This vector will be the input of the fully connected network. The fully
connected structure may have one or more hidden layers. Each neuron multiplies the
connection weights by the data from previous layer and adds a bias value. Before
transmission to the next layer, the calculated value passes through the activation
function. The calculations made by a neuron in this layer can be seen in Eq. (3).

f c1 = f (b +
M∑

q=1

w1,q ∗ Oq) (3)

where, f is the activation function, w is the weight vector, O is input vector of the q
th neuron and b is the bias value.

4.4 Softmax

The softmax activation function is amulti-class adapted version of the logistic regres-
sion and normally used for classification purposes in the output layer. It is defined
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as in Eq. (4) [17],

class j = exp
(
s f j

)
∑

q exp
(
s fq

) (4)

5 Result and Discussions

This paper has been proposed a method combining IoT and image processing. In IoT
part, three sensors (moisture, pressure and humidity) has been used. After getting all
the sensors value, a user can concern about the current environment of his agricultural
field. The dataset has been trained using CNN. Here Raspberry Pi 3 Model B [18]
is used as computer. In this purpose Python has been used for image processing in
CNN and free hosting of Raspberry Pi is used for web application. In this paper, we
have worked with three different disease and healthy leaf of rice. We have collected
2000 rice leaf images and via image augmentation, we achieved 14,000 images for
classification. Finally, 80% of leaf data has been stored in the training directory in
order to train the dataset and the remaining 20% has been used for testing. The Fig. 4
demonstrate that the accuracy and loss curve and the performance of CNN. Finally,
98.7% accuracy has been obtained at 50 epochs and the learning rate was 0.0001.

The real-time leaf image can be taken from a remote place that can be used for
viewing in the webpage. we alsomade amodule that can be tested the captured image
and able to show the leaf condition automatically to the webpage. In this paper, three
common diseases that frequently occur in rice leaf is tested. The whole outcomes
are discussed below:

(a) (b)

Fig. 4 a and b represent the Performance of CNN
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Fig. 5 Sensors data shown
in webpage

5.1 Sensors Data in Webpage

If there is a rapid drop of air pressure, a low-pressure environment is approaching that
indicates a greater chance of rain. The User can also check humidity, temperature
and moisture value through the webpage. After checking all these sensors data, he
can concern about the field condition and control the pump manually by staying at
home through the remote server. The result is shown in Fig. 5.

5.2 Leaf Image, Disease Name and Medication Showing
in Webpage

Three types of rice diseases (Brown spot, Rice blast, hispa) and healthy has been
predicted which occur frequently. The image can be achieved by commanding the
server and it can be seen through a web-browser. The result is shown in Fig. 6. The
image commanding by the user gets compared with the trained CNN model and
shows the result to the webpage as shown in Fig. 7. Other two class result can be
mentioned in the same way.

From all the figures, it is clear that the proposed model is able to detect the rice
leaf disease and then prescribes its possible medication.
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Fig. 6 Leaf image of rice
shown in webpage

Fig. 7 Result showing in
webpage (for rice blast
disease)

6 Conclusion

Every year millions of crops are spoiling due to lack of proper irrigation, congruous
monitoring to the plants and by the attack of various diseases. Identification and
classification of rice disease is very difficult for farmers by naked eye. It needs a
large quantity of time and human effort besides professional knowledge. To over-
come the mentioned problems, a wireless system based smart agricultural system
is developed here. The developed system can monitor agricultural fields, forecast
weather condition and deliver plant leaf conditions to user. By using the sensor’s
data, a better forecasting system is possible for users. The user can reckon proper
irrigation time using this system. The developed wireless system can identify three
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different frequently occurred disease of rice crop. The system shows testing accu-
racy of 98.7% for the dataset. Therefore, this proposed method has been made fully
automated for the classification of rice diseases.
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Chili Plant Classification Using Transfer
Learning Models Through Object
Detection
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Abstract This study presents the use of a Convolutional Neural Network (CNN)
based detector to detect chili and its leaves in the chili plant image. Detecting chili on
its plant is essential for the development of robotic vision andmonitoring. Thus, helps
us supervise the plant growth, furthermore, analyses their productivity and quality.
This paper aims to develop a system that can monitor and identify bird’s eye chili
plants by implementing machine learning. First, the development of methodology
for efficient detection of bird’s eye chili and its leaf was made. The image labeling
will provide the source of images between chili and leaf. The dataset would be split
into training, verification and test set for 70:20:10%, correspondingly. The images
YOLOV4Darknetwas implemented to train the dataset.After a series of experiments
were conducted, the model is compared with other transfer learning models like
YOLO V4 Tiny, Faster R-CNN, and EfficientDet. The classification performance of
these transfer learning models has been calculated and compared with each other.
The experimental result would discuss on part of hyper parameter optimization and
transfer learning application. Firstly, the optimization of hyper parameter shows that
the YOLO V4 Darknet model achieves mAP of 76.54%, followed by EfficientDet at
73.66% for 512 × 512 input layers. Next, the application of transfer learning. The
result shows that YOLOV4 Darknet achieves highest mAP value, 75.69% follow by
EfficientDet, with mAP of 71.85%.
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1 Introduction

Agricultural is a potential commodity that has high economic value and a high poten-
tial for development. From the supply or production side, Malaysia land area with
its Agro-climate diversity enables the development of various crops. Based on the
Department of Statistics Malaysia, the agriculture sector contributed 7.1% to the
Gross Domestic Product (GDP) in 2019, equal to RM 101.5 billion. Pepper produc-
tion is one of several selected crops that show the increment of production from 2018
to 2019 [1]. In addition, the production of chillies has slightly escalated from 32.3
thousand tonnes in 2018 to 33.9 thousand tonnes in 2019. In chili production, farmers
are the ones who are manually sorting the chili into their categories. Furthermore,
this task also involves humans as decision makers to identify the quality of the chili,
resulting in manually identifying a lot of time-consuming and labour-intensive tasks.
Besides, due to the human visual limitations, product variety is also obtained, and it
may also causing inconsistency in the selection process.

The application of object detection in agriculture is to monitor the condition of
the crops, especially on a larger production scale. This research seeks to address
how object detection can help reduce the time consumption of chili plant identifica-
tion for crop production and help increase the chili production rate. Therefore, this
study proposes to monitor the plant growth rate through image processing. Hence,
will ensure that the condition of a plant, which is healthy and non-healthy, can be
determined from time to time.

Unmanned Aerial Vehicle (UAV) is equipped with many sensors that can make
a notable impact in field-based crop monitoring, providing the information and data
from above such as phenotyping, estimation of plant density, or plant quantity proper
and systematic order [2].Manymachine learning approaches have been introduced to
solve classification problems through image processing and object detection, which
employed classifiers such as k-NearestNeighbor (k-NN) andSupportVectorMachine
(SVM) and not just for cropmonitoring [3, 4]. Additionally,machine learningmodels
have improved their accuracy and shown an excellent performance in classifying
object-based in awide range of applications [5]. Besides, there ismuchmore potential
for their use in agriculture-focused analysis.Many researchers usedmachine learning
to solve agricultural-related problems such as leaf counting, plant counting, leaf
segmentation, and field yield prediction.

On the features extraction aspects, it was studied to use five basic geometric
approaches [6]. The detection features they used are the leaf diameter, width, length,
perimeter, and area. Another study has proposed using Probabilistic Neural Network
(PNN) to classify leaves that used the vein, shape, texture, and colour features in
which the authormanage to obtain a 93.75%average accuracy [7]. Likewise, research
was done to study leaf biometric features and use hidden naive Bayes (HNB) as
a classifier [8]. The experiment data shows an accuracy of 97% by using HNB
performed with the Flavia dataset.

Nowadays, Convolutional Neural Network (CNN) outperform all other traditional
methods in computer vision tasks [9], with some of them superior to human ability
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on ImageNet image classification challenge [10]. Image classification is a task that
trying to analyse an entire image as a whole [11]. The image will classify the image
by assigning it a specific label obtained by labelling or classifying images into pre-
determined categories [12]. AlexNet [13] is one of the convolutional networks that
perform image classification. Object detection, however, involves the combination of
classification and localisation of various objects in an image. Many object detector
convolutional neural networks use a sliding window approach to inspect different
regions of an image sequentially [13].As a result, reducing their speed but have higher
accuracy output. Some object detectors such as YOLO take another approach where
the model examines the whole image and its context simultaneously, significantly
speeding up the process [14].

Deep learning, such as object detection algorithms, is a great way to detect plant
health and diseases. A study was conducted to detect diseases from plant leaves
that proposed method using four different types of models for the detection, which
are DarkNet-19, MobileNet, Inception v2, and ResNet-101. Finally, Darknet-53
achieved a 99.10% of success rate in the classification [15].

A proposed method of using CNN for the law-protected tree species detection
in which they used three different object detection methods, Faster Region-based
Convolutional Neural Network (Faster R-CNN), You Only Look Once (YOLO), and
RetinaNet [16]. The models were then evaluated, and the acquired around 92% of
average precision. The present study aims at evaluating different Transfer Learning
pipelines for the detection of bird’s eye chili.

2 Material and Methods

2.1 Experimental Setup

The purpose of this study is to answer the research objective to monitor and iden-
tify the plants and one or more object detection models trained to detect bird’s eye
chili. Nonetheless, bird’s eye chili classification consists of four steps, namely dataset
mining, pre-processing, model training, and evaluation. The processes done is shown
in Fig. 1 where dataset mining will begin before the pre-processing stage starts. The
image labelling will provide the source of images between leaf and chili. The model
training will consist of data splitting of the images in turns provide the training of the
models. Moreover, the hyper parameter optimization would be done to investigate

Dataset 
Mining

Image 
Labelling

Dataset 
Spli�ng

Hyper 
Parameter 

op�miza�on

Transfer 
Learning Training Evalua�on 

Model trainingPre-processing

Fig. 1 Flow of machine learning process
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Fig. 2 Bird’ eye chili images sample

the relationship between the sizes of the input layer of the models and mAP corre-
spondingly. Then, the transfer learning stage is applied as to improve the accuracy
of the models. Lastly, the evaluation part will compared the performance of each
models and determine the optimum classifier that could detect the chili plant.

2.2 Dataset Mining

A total of 298 bird’ eye chilli images as shown in Fig. 2 and 324 images of healthy
and unhealthy capsicum leaf as in Fig. 3 have been collected from capturing images
of bird’ eye chilli from various angles and open-source for model training [17].

2.3 Pre-processing

The images are then labelled by drawing a bounding box around the objects found in
the image. This process was used to allow the object detection algorithm to learn to
identify the trained objects. The annotation file contained the detail about the objects
in the image such as the image name, label name, class name of the objects and the
coordinates of the bounding boxes surrounding the object that was present in the
image as in Fig. 4.
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Fig. 3 Sample from plant village dataset

Fig. 4 Dataset labeling
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Table 1 Parameter
information

Name Description

Decay 0.005

Total batch 6000

Batch size 32 images

Momentum 0.9

Learning rate 0.01

2.4 Model Training

In this section, a python code called training data splitter was used to split the dataset
[18]. The dataset was randomly split into three sets: training set, verification and a test
set with a distribution of 70, 20 and 10% of the images, respectively. A validation set
was used for the model’s evaluation in the selected iteration of the neural networks.

You Only Look Once, more commonly known as YOLO, is an algorithm used to
detect objects of various sizes. YOLO is an object detection architecture composed of
a single neural network [14]. The approach YOLO utilised is a single convolutional
network that can simultaneously anticipate numerous bounding boxes and makes the
model look once at a picture to foresee what objects are shown and where they are.
Hence, it makes YOLO fast in detecting objects. Fast YOLO [14] or Tiny YOLO
is an alternate implementation of YOLO V4 where it is less accurate but has faster
training rate. The Faster Region-based Convolutional Network (Faster R-CNN) is an
image processing algorithm that was derived from the Fast R-CNN model [19]. The
Fast R-CNN is developed over previous concepts of R-CNN but with more efficiency
added to identify objects. The model list from EfficientDet-D0 until EfficientDet-
D7. It was claimed that their most basic model structure of EfficientDet-D0 can
match YOLOv3 accuracy while being faster [20]. Furthermore, a study shows that
EfficientDet-D2 achieves an mAP of 43.0% on the COCO test set, which would be
1% higher than Faster R-CNN [21].

The model is trained on the training set in which employed five constant param-
eters used for the model. Table 1 describes all the parameters. Furthermore, several
hyper parameters are tested where the input layer of the model is modified into 512
× 512, 416 × 416, and 224 × 224 resolution.

2.5 Performance Evaluation

The model is evaluated on the test set and the evaluation metrics called mean Mean
Average Precision (mAP), the method of evaluating the accuracy of the object detec-
tion model [14, 22, 23]. Hence, the metrics will be used in this study to evaluate the
model’s detection performance. Equation 1 shows the formula for Intersection over
union (IoU).
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Intersection over union = area of overlap

area of union
(1)

If the detection or IoU is more than 0.5, the object detection is classified as True
Positive (TP), but if the IoU is less than 0.5, it is classified as False Positive (FP) as
it is a false detection. Then, False Negative (FN) is when the model failed to detect
the ground truth although the ground truth is in the image.

3 Results and Discussions

The outcome of the study regarding the performance of YOLO V4 Darknet, YOLO
V4 Tiny, Faster R-CNN, and EfficientDet will be described. An analysis was done
to evaluate the models’ performance according to the image bounding boxes area
in the ground truth to confirm the models’ ability and performance in detecting the
classes. Figure 5 illustrates the prediction made by YOLOv4 Darknet.

3.1 Accuracy of the Models on Hyper Parameter
Optimization

Hyper-parameter optimization experiments suggest that in the neural network, there
exists a direct relationship between the size of the input layer of the models and mAP

Fig. 5 Predictions made by YOLOv4 Darknet



548 M. N. A. Shapiee et al.

Fig. 6 Relationship between mAP and model input layers

respectively, as in the Fig. 6. From instance, YOLO V4 Tiny increases from 56.74,
63.85, and to 66.81%. Even though Faster R-CNN has the lowest accuracy at 56.34%
for 224× 224 input layer, it surpassed YOLO V4 Tiny when using 416× 416 input
layer with 67.61% and 512× 512 input layer with 68.24%, which may be due to the
architecture simplicity of Faster R-CNN [14]. The YOLOV4 Darknet model has the
highest accuracy that rose from 67.92, 75.69 then 76.54% from 224 × 224, 416 ×
416 to 512 × 512 input layer, respectively. Meantime, the EfficientDet model came
short with its best value of 73.65% for 512 × 512 input layer. Overall, the result
suggests that the increasing the dimension of the input layer would produced a more
accurate model.

3.2 Accuracy of the Models on Transfer Learning

The Fig. 7 below displays the average precision comparison between the models.
From the Fig. 7, the average precision of bird’s eyes chili leaf is lower compared
to bird’s eye chili across four models. Where YOLO Darknet achieved the highest
mAP of 68.04%, followed by EfficientDet, Faster R-CNN and YOLO v4 Tiny at
63.18, 59.99 and 52.85%, respectively. Meanwhile, for bird’s eye chili, YOLO V4
Darknet attained 83.33% as the highest mAP, followed by EfficientDet at 80.52%,
Faster R-CNN at 75.23% and YOLO v4 Tiny at 74.84%, correspondingly. When
considering the average accuracy of the maximum mAP @ 0.5 over all the classes,
as displayed in Fig. 8, the YOLO V4 Darknet gets a higher accuracy with 75.69%,
followed by EfficientDet, Faster R-CNN and YOLO V4 Tiny with 80.52, 75.23 and
74.84%, correspondingly.
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Fig. 7 Models’ average precision comparison

Fig. 8 Models’ overall mAP comparison

4 Conclusion

The present study evaluated different object detection models in the classification of
bird’s eyes chili. Itwas shown themodel can identify the bird’s eyes chili and its leaves
with a satisfying result. The model is also able to inform the quantity of the objects
that are successfully detected. From four algorithms used for the comparisons,YOLO
V4 Darknet, YOLO V4 Tiny, Faster R-CNN, and EfficientDet, the experiment result
reveals that YOLOV4 Darknet performs well against the other models at the highest
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mAP of 76.54 and 75.69% when using dataset composition with hyper parameter
optimization and transfer learning, respectively.
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The Classification of Impact Signal of 6
DOF Cobot by Means of Machine
Learning Model
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Mohd Azraai Mohd Razman, Ismail Mohd Khairuddin, and Lim Thai Li

Abstract Collaborative robot (Cobot) has seen a rise in adoption rate in the industry
as the Industry 4.0 eramarches in. Cobot were introduced to replace human operators
in harsh environments or repetitive work processes. The health condition monitoring
of these cobot have not been standardized due to lack ofwidely available standardized
fault dataset and the high complexity of diagnostic. This study aims to use machine
learning algorithms as amean to identify the cobot pick and place process offset error
using vibrational signals. The vibrational sensor was attached to the end effector of
the cobot where the vibration signal of 3 axis were collected. The features were then
extracted, standardized, and 544 features were selected from 2337 features based on
a hypothesis testing method. The dataset was then spilt into training and testing by
a ratio of 80:20. Three machine learning models namely, the k-Nearest Neighbors
(k-NN), Neural Network (NN), and Support Vector Machine (SVM) classifier were
tested, and the classification accuracy of the models was analyzed. A grid search
approach was used to identify the best hyperparameter for each model. The model
with the highest classification accuracy of 95.2% was the MLP model compared to
SVM (92.4%) and kNN (79%). Therefore, it could be established from the study
that a comparable classification efficacy is attainable through the identification of
significant features. The findings are non-trivial, particularly with respect to the
implementation of the developed classifier in real-time.
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1 Introduction

The industrial era has seen an increase in the adoption of industrial 4.0 where digital
information of manufacturing systems are gathered and analyzed to provide vital
insight into the productionfloor [1]. Entire factories are fittedwith sensors and camera
to provide real-time data for management to keep track of everything occurring. All
of this is possible with the advent of Internet of Things (IoT), cloud services, and big
data, creating the cyber-physical system of Industry 4.0 [2]. These emerging tech-
nologies have caused an uprise inmachinemonitoring usingmachine learning. Using
prediction models by leveraging statistical techniques, machine health or condition
could be extracted from sensor data [3]. The adoption of robotic manipulator or
robotic arm in industrial setting have been increasing to replace human operators in
repetitive tasks such as a pick and place, handover, and screwing operation [4]. In a
production line, downtime is costly where a broken robot will cause an unexpected
disruption. Thus, the ability anticipate robot failure is an important tool to schedule
for maintenance before a breakdown occurs [5].

Previous studyon collaborative robots (cobot) havemainly focusedon the research
perspectives of safety while interacting with human worker [6, 7]. Sharp stated that
evenwith increased efforts on improving fault diagnosis, there is still no standardized
methodology for applying Prognostic andHealthManagement (PHM) that have been
developed and adopted [8]. One part of PHM is conditional-basedmonitoring (CBM)
where the health of machine parts within predetermined scope can be assessed with
a high degree of confident thus reducing unnecessary maintenance but still be able to
identify potential faults in a machine. Even though CBM have been in use for a long
time, the integration with machine learning is novel and still provides challenges
due to the complexity of industrial machines and the lack of comprehensive fault
datasets. Time series data have shown to be favored where the peak of impact can
be determined more easily as compared to data in the frequency domain or wavelet
domain [9]. This research investigated the classification of impact vibration signals
from a six degree of freedom collaborative robot by means of machine learning
models.

2 Methodology

2.1 Data Acquisition Device and Configuration

The Balluff condition monitoring sensor was used to collect vibrational data in terms
of velocity in mm per second and acceleration in mm per second per second. The
sensor uses the MEMS technology and can detect velocity up to 220 mm per second
at 79.4 Hz and acceleration of 16 times the gravitational acceleration. The sensor was
attached to the end effector of the cobot to acquire vibration data in mm per second
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Fig. 1 Balluff vibration
sensor

Fig. 2 OMRON TM5-700
collaborative robot

per second. The time domain data was collected and used in this research (Figs. 1
and 2).

2.2 OMRON TM5 Collaborative Robot

TheOMRONTM5Collaborative robot is a six degree of freedom roboticmanipulator
which was designed to work alongside human operators and machines. The TM5
cobot weights 22.1 kg and can carry payload around four to six kg depending on the
specific product. The reach of the cobot is 700 mm with a repeatability of 0.05 mm.
The typical speed of the cobot is at 1.1 m/s.

2.3 Experimental Protocol

The experiment was carried out at TT Vision Sdn Bhd as a collaborative project
with Universiti Malaysia Pahang. The cobot was placed in a clean workplace to
facilitate the process of experimental investigation for data acquisition. After a few
discussions and consultation with the research and development manager at TTV,
an experimental outline was decided. The scope of the experiment will be based on
a pick and place operation for the cobot, and the objective was to investigate the
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Fig. 3 Cobot programming
flow

performance of machine learning algorithms. A metal pin and cylindrical part was
used to simulate a part insertion using the cobot. A 3D part was designed and printed
using ABS filament to attach the metal pin to the end effector and the cylindrical part
to the workbench.

The flowchart of the cobot program was shown in the figure below. The baseline
offset for the pin was identified and fixed as position 1. The coordinates of the
position 1 was set to align the pin concentric to the cylindrical part in the X and
Y axis with a 20 mm offset in the Z axis (Up Position). The end effector than
move downwards in the negative Z axis where the pin was inserted (Down Position).
The insertion process was repeated for 100 cycles followed by the next class. The
classes were predetermined to be Baseline (Class 1), Xp1 (Class 2), Xn1 (Class
3), Yp1 (Class 4), and Yn1 (Class 5). The signals were collected from the Balluff
vibration sensor through a JavaScript software named Node-Red to save the data into
Comma-Separated Values (.csv) format (Fig. 3).

2.4 Signal Preprocessing, Feature Extraction and Selection

The collected data were preprocessed by filtering and trimming the blank data and
separating the data into five classes with their respective X, Y and Z axis vibration
signals. A snapshot of the vibration datawas shown in Fig. 5where the spike indicates
the vibration caused by the insertion operation. The data was the reshaped and classes
were added. The features of the data were extracted using a python library called
Tsfresh [10, 11] where fresh stands for FeatuRe Extraction based on Hypothesis
tests. The total features extracted were 2337 (779 features each for channel X, Y



The Classification of Impact Signal of 6 DOF Cobot … 557

and Z respectively). Some examples of the features extracted apart from the standard
statistical feature e.g., mean, max, min, mode, and median, were absolute energy (1),
aggregate correlation (2), and autocorrelation (3). The features were standardized
using the StandardScaler to remove outliers and centering themean of the data to zero
with a standard deviation of one. The features were then evaluated individually and
independently with respect to its significance. The vector of p-values were evaluated
based on the Benjamini-Yekutieli [12] procedure and features were selected if the
p-value is higher than 0.05. A total of 544 features were selected from 2337 using
this method (Fig. 4).
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Table 1 Tested
hyperparameters for each
model

Model All tested parameters

MLP ‘hidden_layer_sizes’:
[(50,50,50),(50,100,50),(100,300,100)],

‘activation’: [‘tanh’, ‘relu’],

‘solver’: [‘sgd’, ‘adam’],

‘alpha’: [0.0001, 0.05],

‘learning_rate’: [‘constant’, ‘adaptive’]

SVM ‘C’: [1,10,20,30], ‘kernel’: [‘rbf’, ‘linear’]

KNN ‘n_neighbors’: [4,5,6]

2.5 Classification

The k-Nearest Neighbor (kNN) supervised learning was used to appraise the eval-
uated features in the classification of the five-class vibration signals [13, 14]. kNN
machine learningwas chosen as it has been regarded as one of the basicmodels due to
the small number of hyperparameter while multilayer percepton (MLP) also known
as NN and SVM are used as they are popular classifier based on previous studies
[13]. The parameters of the machine learning models were evaluated based on an
exhaustive Grid Search Cross Validation (GridSearchCV from scikit-learn) approach
where eachmodel parameters were specified in a dictionary form. Themodels would
be fitted and the best model with the highest accuracy will be returned. A total of
three models namely kNN, SVM and MLP were used in this study. The parameters
included for the models were included in Table 1. The models were fitted with a
five-fold cross validation technique. The total of 500 instances (100 instances for
five class) were spilt randomly into 80% for training and 20% for testing.

3 Result and Discussion

The result of the research was shown in Fig. 5. The model with the best classification
accuracy was the MLPmodel with a validation accuracy and test accuracy of 95.2%.
The MLP model shown higher classification accuracy by 2.8% compared to SVM
and 16.2% compared to kNN. Both the MLP and SVM models shown no signs of
overfitting while the kNN model was overfitted. This was most likely due to the
nature of the kNN model where the decision boundary was more rough and less
defined as the number of hyperparameters was low. The hyperparameter for MPL
that achieved the highest classification accuracy were Rectified Linear Unit (ReLu)
as its activation function, alpha value of 0.05, constant learning rate, ‘adam’ solver,
and (50,100,50) for the three hidden layers. The hyperparameter for SVM were C
value of 1 and radial basis function kernel while the k value for kNN was 5. From
Table 2, MLP takes the longest time to train and test the models compared to SVM
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Table 2 Computational time and best parameters of models

Model Training time (s) Testing time (s) Best parameters

MLP 684.88187 2.6818292 ‘activation’: ‘relu’, ‘alpha’: 0.05,
‘hidden_layer_sizes’: (50, 100, 50), ‘learning_rate’:
‘constant’, ‘solver’: ‘adam’

SVM 9.327976 0.232331 ‘C’: 1, ‘kernel’: ‘rbf’

KNN 4.125072 0.0508382 ‘n_neighbors’: 5

and kNNmodels. The total training time forMLPwas around 685 s, 9 s for SVM and
4 s for kNN. The MLP took a significantly longer time to train the model compared
to the other models, but the testing time was relatively short where it will be more
suitable in an industrial setting.

4 Conclusion

In this study, the statistical features of the vibrational signals collection from the
vibration sensor were extracted. In addition to that, the extracted features were
selected using hypothesis testing which reduced the number of features from 2337 to
544. Three machine learning models were investigated and tested. The MLP model
achieved the best classification accuracy compared to the other tested model. With a
small amount of classification accuracy increase, the amount of time that MLP need
was far longer due to the large amount of calculation. It is worth noting that the study
is still in its preliminary stage as the study is a novel technique and the limited amount
of previous study in the same scope. Hence, future studies shall investigate the effect
of other feature selection techniques and classifiers as well as its hyperparameters.
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A Cluster Analysis of Identifying Team
and Individual Sports Athlete Based
on Anthropometric, Health and Skill
Related Components
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Aina Munirah Ab Rasid, Anwar P. P. Abdul Majeed,
Mohd Azraai Mohd Razman, and Rabiu Muazu Musa

Abstract The purpose of this study is to identify the essential fitness attributes in
an individual sport and team sport. A total number of 218 male competitive youth
athletes aged 13 to 21 years old were examined anthropometric, health and skill-
related performance parameters (PP). Anthropometric parameters namely, weight,
height, sitting height, and arm span were tested while the health-related parameters
consisting of sit and reach, 1 min sit up, push up, handgrip, predicted VO2max, and
medicine ball throw were also collected. The 20 m speed, vertical jump, standing
wide jump, stork stand test, and t-test represented the skill-related component tests.
Based on the three components, hierarchical agglomerative cluster analysis (HACA)
was utilized to group the athlete concerning their similarities in the PP examined.
The athletes’ performance within the clusters differs in three areas: age and arm
span are significant in individual sports while height, weight, and sitting height
are vital for team sports. Muscle endurance is shown to be essential in individual
sports. Meanwhile, vertical jump and 20 m speed are more attributed to individual
sports while standing broad jump, stork stand test, and t-test are more inclined to
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team sports. Some fundamental traits could determine the type of sport suitable for
athletes. These traits should be prioritized for identifying team or individual sports
athletes. The findings could aid coaches inmaking decisions about the types of sports
that could best suit an athlete for better performance delivery.

Keywords Hierarchical Agglomerative Clustering · Physical fitness components ·
Performance parameter · Team sport · Individual sport · Youth athletes

1 Introduction

A team sport is considered as any type of sport in which athletes compete in-group
against other athletes. During a competition, teammembers work together to achieve
a shared objective of winning [1]. The team members create goals, make choices,
communicate, handle conflict, and solve problems in a helpful and trusting environ-
ment. Examples of such teams’ sports are basketball, volleyball, and rugby. On the
other hand, individual sports are those in which an athlete competes against another
athlete either directly or indirectly. To win a competition, an athlete must rely exclu-
sively on his abilities, strength, and stamina. For example, in archery, shooting, or
lawn bowls, the athlete makes his own decision, talks, and calms himself to achieve
the desired result [2].

Physical fitness related components are the prerequisite for any sporting activity.
The ability of an athlete to perform sports activities without feeling overwhelmed is
referred to as physical fitness performance in sports [3]. Physical fitness is proven to
play a significant part in contributing to athlete performance in sports [4]. Physical
fitness is separated into two components: physical fitness linked to health as well
as physical fitness associated with motor behaviour [5]. The health-related compo-
nents include cardiovascular endurance (aerobic fitness), body composition, muscle
strength, muscular endurance, and flexibility. The skill-related component consists
of power, agility, speed, coordination, response time, and balance [6]. The posses-
sion of aforesaid components is found to play a significant role in determining athlete
achievement, as evidenced by the findings of the previous study [7]. The study further
revealed that a combination of several skills of each component of physical fitness
could accelerate athletes’ achievement in their choosing sports.

The nature of a particular sport couldwarrant the possession of certain components
that is non-trivial in shaping and producing athletes who can play in a team or
individual sports. Hence, the current investigation is aimed at identifying the relevant
essential parameter that could discriminate against an athlete in a team or individual
sports through the application of multivariate analysis.
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2 Methodology

2.1 Participants

The study’s subjects are Terengganu junior athletes aged 13 to 21 who participated in
the SUKMA 2020 games (Nationally organized competitive games). A total number
of eight different sports with five consisting of individual sports and three different
team sports were examined in this study. The athlete’s overall physical fitness test
waswhich included anthropometric, health and skill-related componentswere carried
out. Before the commencement of the data collection, the purpose of the study was
communicated to the council, coaches and all the relevant stakeholders. All of the
athletes signed consent papers, which were collected in writing. The Terengganu
Sports Institute (ISNT Research)’s Ethics Board examined and approved all of the
study’s protocols, and equipment, with the approval number MSN.TR.15 (22).

2.2 Anthropometric Evaluation

Weight, height, sitting height, and arm span were measured following the standard
anthropometric assessment. A wooden stadio metre set on the wall was used to
measure standing height to the nearest 0.5 cm. A standardized electronic digital
scale was used to determine body weight to the closest 0.01 kg. The height of the
seated buttocks was measured from the vertex of the head to the seated buttocks,
and the values were recorded to the nearest 0.5 cm. The individual’s sternal notch
(centre of the breastbone) to their middle finger as it is stretched out to one side was
measured with tape to determine the arm span of the athletes.

2.3 Health-Related Fitness Component

Standard physical fitness evaluations were used in conjunction with routine phys-
ical fitness indicators such as sit and reach, 1 min sit up, push up, hand-grip test,
predicted VO2max, and medicine ball throw test [8–10]. Before the testing periods,
the participants conducted a warm-up that included a 5-to-10-min jog and a series
of stretches. The athletes sit on the ground with straight legs, knees on the ground,
and feet facing the flat surface of the sit and reach box when conducting sit and
reach. The assessor holds the participant’s sides of the knees straight against the
floor with light pressure. The athletes slowly pushed forward their fingertips while
sliding the measuring slide as far as possible across the measuring line with their
hands on top of each other. The athletes sustained the position for at least two seconds
while recording the distance [11]. The researchers ensured that the athletes’ finger-
tips and legs are in a fixed straight position and that they are not making any jerky
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movement. The test results were taken in 0.5 cm increments. The upper muscular
strength and core muscle strength were measured using a mat spread on the floor
during the push-up and sit-up tests. The athletes performed the test once for each test,
within 1 min. A typically adjustable grip strength dynamometer was used to assess
the handgrip strength of both hands. The athletes are permitted to stand up straight
with the shoulder in adduction and neutral rotation and the elbow fully extended.
The predicted VO2max was measured using a multistage 20-m shuttle run test for
the prediction of maximum oxygen uptake [12]. The athlete continued to run for as
long as they could until they could no longer keep up with the tape’s velocity. All the
athlete’s test results were expressed as an estimated VO2max, which was determined
by examining the last level and shuttle number at the time the individual voluntarily
surrender from the test. The overhead throw for distance is a test of upper body
strength that involves throwing the ball forwards from over the head. Medicine ball
throw tests are used to assess the power of the athletes.

2.4 Skill Related Fitness Component

The 20-m sprint, vertical jump test, standing stork test, standing broad jump test,
and T-test are all skill-related fitness component tests. At a 20 m speed, the athlete
sprints a set distance while maintaining track of the time. The length between the
starting and finishing lines was 20 m [13]. When either foot passed the starting point
and either foot approached the endpoint, the period began to be counted [14]. Before
beginning to run, the athlete must maintain a fixed stance, starting from a set position
and returning the foot to the starting line without making any motions. The assessor
used a stopwatch to record the duration of the athletes’ run from the starting line to
the finish line. Vertec was used to measure the vertical jump ability of the athletes.
The height of the colour-coded plastic vanes was modified so that it was in line
with the athletes’ standing height. The athlete flexed their ankles, knees, and hips,
swung their arms upward, and tapped the highest possible vane with their dominant
hand’s fingers. For statistical analysis, the best of the three trials was chosen. The
standing stork test was timed with a stopwatch. The athletes dropped their shoes,
placed their hands on their hips, raised their heels to balance on the ball of their foot,
and placed their non-supporting foot on the inner part of the supporting leg. The test is
terminated if the athletes are unable to maintain the exact position. A standing broad
jump requires participants to stand behind a line placed in the area. The athletes are
required to land with their arms swinging back and their knees bent rhythmically at
roughly 90° forward after a two-foot take-off jump. The athlete must land with both
feet and jump as far as possible without falling backwards. If the participant does
not follow the procedure, the test will be discarded [15]. Three trials were allowed,
with the highest being recorded for analysis. The ‘T-test agility test’ was used to
determine the agility of the athletes. In this test pointers are placed 10-5-5 m apart
on a line drawn on the ground in the shape of a ‘T.’ The participants run from the
10 m marker near the line, through the 5 m markers, turn on the line, and sprint back
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over the 5 m markers. The time is recorded using an infrared speed trap from when
the athlete first runs through the 5 m back to 10 m markers until they halt. Each
athlete attempted two times at their maximum, with the fastest time being recorded
for analysis. The participant was advised not to cross the line too far because it would
lengthen their time.

2.5 Hierarchical Agglomerative Clustering Analysis (HACA)

HACA (Hierarchical Agglomerative Cluster Analysis) is an unsupervised
exploratory method that creates a hierarchy of clusters based on a single obser-
vation, consolidating several similar observations into a single observation [16]. The
algorithm merges and splits datasets which are commonly done greedily so that
related observations are segregated and displayed in a dendrogram [17]. It is worth
noting that the dendrogram in HACA displays the number of clusters based on the
proximity calculated by a specific or pre-defined cluster. In this investigation, the
Cosine’s distance was used as the clustering validation approach, and class centroids
were used as the clustering validation technique [18]. The data analysis for this study
was accomplished using the Orange statistical program version 3.2 for Windows.

3 Results and Discussion

Table 1 shows the descriptive statistics of anthropometric, health, and skill-related
fitness characteristics among 218 male athletes examined in the study. The highest
and the lowest scores, mean and standard deviations were also tabulated.

In the analysis process, the mean value of each parameter was utilized. This is the
type of “average” that gives a better picture of any general tendency in the data when
the data the sample are relatively large. Moreover, the mean value is calculated by
multiplying all the values by the total number of participants. This strategy works
well if the data involves a greater number of observations. It could be seen from
the table that the clusters of the athletes in both teams and individual sports have a
different score for each performance parameter examined in the study.

Figure 1 shows the study’s clustering of the data based on anthropometric perfor-
mance parameters examined in the study.The clustering techniquewas able to reason-
ably divide the athletes into two distinctive groups viz. individual and team sports
athletes as shown in the figure. It could be seen that the athletes’ performance in
individual and team sports differs based on the anthropometric components. The
significant parameter for the Individual sports revealed age and arm span, whereas
height, weight, and seating height are demonstrated as essential for team sports
athletes.
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Table 1 Descriptive statistics of individual and team sports athletes

Variable Types of sports Min Max Mean Standard
deviation

Anthropometric Age Individual 13 21 18.44 1.43

Team 14 20 17.31 2.19

Weight (kg) Individual 29.4 165 69.87 18.81

Team 47.9 129 62.49 15.65

Height (cm) Individual 143 182.2 170.1 7.6

Team 154.9 187 166.9 7.55

Sitting height
(cm)

Individual 35.9 92.2 170.1 5.8

Team 68.1 104 166.9 6.13

Arm span (cm) Individual 140.7 196.5 152.6 33.56

Team 61.5 185.4 171.7 10.02

Health related Sit and reach
(cm)

Individual 20.3 58 39.17 4.44

Team 31.2 49.5 39.06 7.61

1 min sit up
(max rep)

Individual 9 80 41.76 6.99

Team 28 54 39.78 11.91

Push up (max
rep)

Individual 2 203 38.32 15.6

Team 20 86 59.13 36.89

Handgrip (kg) Individual 18.6 62.6 45.06 7.5

Team 31.7 68.4 42.51 9.06

Predicted VO
2max

Individual 16 61 45.24 6.31

Team 31 57 42.02 9.14

Medicine ball
throw (m)

Individual 2.6 9.7 7.19 0.97

Team 5.75 9.65 6.22 1.45

Skill related 20 m speed (sec) Individual 2.78 4.79 3.17 0.24

Team 2.35 3.8 3.41 0.37

Vertical jump
(inches)

Individual 26.5 66 33.01 11.42

Team 18 51 45.47 8.27

Standing broad
jump (cm)

Individual 116 271 233.7 32.59

Team 150 289 213.5 30.02

Stork stand test
(sec)

Individual 0.1 175 29.47 32.79

Team 1.31 139.6 28.39 30.11

T test (sec) Individual 9.1 15.31 11.13 0.87

Team 10.06 14.15 11.45 1.08



A Cluster Analysis of Identifying Team and Individual Sports Athlete … 567

Fig. 1 Anthropometric components clusters for individual and team sports

Figure 2 depicts a health-related component plot for both individual and team
sports clusters. Some differences were revealed in individual and team sports param-
eters. The individuals’ sports athletes were more attributed to high flexibility and
throwing ability whilst the team sports athletes were more inclined towards higher
muscular as well as cardiovascular endurance.

According to the clustering in skill-related components depicted in Fig. 3, team
and individual athletes have different abilities. The individual sports athletes recorded
higher performances in vertical jump and 20 m speed demonstrating the requirement
of leg power and speed for individual sports. On the other hand, the team sports
athletes excelled in the performance of standing broad jump, stork stand test, as well
as t-test signifying the need for explosive power, balance, and agility in team related
sports.
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Fig. 2 Health-related fitness components clusters for individual and team sports

The clustering analysis approach can be used to establish athlete the essential
performance parameters in individual and team sports. Thus, the segregation of the
athletes into a team or individual sports demonstrated the importance of the perfor-
mance parameters examined in the current study.Moreover, the application ofHACA
is pivotal towards the appropriate assignation of a group to the athletes involved in
the study.
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Fig. 3 Skill related fitness components clusters for individual and team sports

4 Conclusion

The current study has successfully established the vital performance measures that
can differentiate between individual and team performance in sports using multi-
variate analysis. Performance parameters which include data from anthropometric
components tests such as weight, height, sitting height, and arm span have been
demonstrated as essential in discriminating athletes on the type of sport they are
involved in. Sit and reach, 1 min sit up, push up, handgrip, projected VO2max, and
medicine ball throw as health-related components are also shown to be vital. Skill-
related component tests such as the 20-m dash, vertical jump, standing broad jump,
stork stand test, and t-test are not trivial in determining which sports an athlete
may participate in. The multivariate clustering analysis technique utilized is useful
in giving information on relevant performance factors that could enhance individual
and team sports performance. The findings of this analysis may be helpful to coaches,
teammanagers, and talent Scouters better understand the parameters that are suitable
for both team and individual sports.

Acknowledgements The authors thank the athletes and all the relevant stakeholders for their
cooperation throughout the data collection process.
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Vision-Based Human Presence Detection
by Means of Transfer Learning Approach

Jin Cheng Tang, Ahmad Fakhri Ab. Nasir, Anwar P. P. Abdul Majeed,
Mohd Azraai Mohd Razman, Ismail Mohd Khairuddin, and Thai Li Lim

Abstract Human–robot interaction (HRI) and human–robot collaboration (HRC)
has become more important as the industries are stepping towards the phase of digi-
talization and Industry 4.0. Indeed, the emphasis is often placed on the safety of
the physical well-being of the human workers. To safeguard the human operators
from being hurt by the robots or collaborative robots (cobots), a traditional method
is to isolate the robots from the human workers by means of fences and sensors.
However, the deployment of deep learning models is unknown and shown to be non-
trivial in downstream tasks such as image classification and object detection. The
present study aimed to exploit the effectiveness of object detection models, partic-
ularly EfficientDet models via a transfer learning approach—fine-tuning. A total of
1463 images were obtained from the surveillance cameras from TT Vision Holdings
Berhad and split into training, validation, and test by a ratio of 70:20:10. The training
images were further augmented using horizontal flip and scale jittering techniques
to increase the total training images up to 3072 images. As an outcome, the result
revealed that the EfficientDet-D2 fine-tuned model achieved a test AP of 81.70%
with an inference speed of 97.06ms on Tesla T4while the EfficientDet-D0 fine-tuned
model attained a test AP of 69.30%with an inference speed of 30.24 ms on Tesla T4.
In comparison between the EfficientDet-D0 fine-tuned model and EfficientDet-D2
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fine-tuned model, the performance improved in terms of APwith the inference speed
as the trade-off. The research has shown that it is feasible to detect the presence of
human workers and can possibly serve as the visual perception of the robot with
regards to human presence detection. Last but not least, the present work proved the
applicability of transfer learning methods in human presence detection, specifically
fine-tuned object detection models.

Keywords Deep learning · EfficientDet · Transfer learning · Fine-tuning · Human
detection

1 Introduction

The terms human–robot interaction (HRI) and human–robot collaboration (HRC)
havebeen introduced into thefield andhave received an enormous amount of attention
from manufacturing enterprises [1]. According to the International Federation of
Robotics (IFR), the trend has revealed that the adoption of HRC is escalating, in
which the cobot installation has risen by 11% in 2019 [2]. Although this market is
still in the infancy phase, HRC has been considered as one of the essential pillars
of Industry 4.0 [3]. Among the ASEAN countries, Malaysia is graded as a leading
archetype country in terms of readiness for the future of production assessment
[4]. HRC is perhaps a fantasy combination of machine productivity and human
flexibility, but problems arise when this combination means withdrawing from the
conventional paradigm of robots keeping in an isolated workspace within the safety
fences. Thereafter, occupational safety has been rated as the most crucial factor to
succeed HRI in the future [5].

Research on improving human safety for HRC and HRI has a long tradition.
Handful of research has been conducted in relation to the safety aspects of HRC [6].
It is noted that vision-based systems emerged as a famous approach over years, prob-
ably due to the uniqueness of this sense. In connection with artificial intelligence,
deep learning and transfer learning have been employed in various applications such
as tomato classification [7] and electroencephalogram (EEG) signals classification
[8]. However, the combination of vision sensors and deep learning object detec-
tion approach is rarely seen in previous studies. Mohammed et al. [9] reported an
augmented environment-based collision avoidance approach via two Kinect depth
cameras by employing a motion feature-based method to simulate the location of the
human operators and robots for the implementation of appropriate safety strategies.

Heo et al. [10] claimed that it is the first real-time collision detection implemen-
tation that utilized a deep neural network (DNN) and demonstrated solid accuracy
with an average delay of only 18.4 ms. Mohammadi Amin et al. [11] combined both
visual perception and tactile perception, where a 3D-CNN is used for human action
recognition while a 1D-CNN is used for contact detection. It could be clearly seen
from previous studies that the exploitation of object detection algorithms in HRC and
HRI is somehow limited. On that account, this study aimed to explore the applica-
bility of the object detection models, particularly EfficientDet models, and examine
the performance of the models in human presence detection.
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2 Methodology

2.1 Image Acquisition

Based on the surveillance cameras in TTVision Holdings Berhad, the recorded video
footage from the database was used for the purpose of image dataset acquisition. The
surveillance cameras of the production areas were selected instead of other locations
such as the staircase, laboratory, and the office area due to the fact that the people
around the production line area tend to move around and appear in different spots of
the surveillance cameras, subsequently introducing variability to the dataset. A total
of 1463 images were collected on top of the recorded video footage. The dataset was
separated into three groups with respect to train, validation, and test by a ratio of
70:20:10. Besides, several data augmentation techniques were used to bring in more
variation to the training dataset and increase the size of the dataset. For instance, scale
jittering and conventional horizontal flipping were used as the data augmentation
techniques. In total, 3072 images were fed into the models during the fine-tuning
phase as the training images (Fig. 1).

Fig. 1 Examples of image used to train the model
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2.2 Image Annotation

Theworkers appearing in the imageswere annotatedwith a bounding box and labeled
as “Person”. The occluded body part of the workers was not annotated since the
object detection models only intended to detect the presence of human workers in
the scene. In specific, a well-known free annotation tool called LabelIMG [12] was
used to annotate the images. The annotation files were then outputted in PASCAL
VOC format [13] for the following step.

2.3 TensorFlow Records (TFRecords) Generation and Label
Map Preparation

A deep learning framework named TensorFlow [14] was utilized for training the
object detectionmodels. Hence, TFRecords fileswere generated as this format can be
understood by the TensorFlow library. In particular, the TFRecord file is a serialized
representation of the entire dataset which contains all images and annotations. A
scriptwas used to convert the PASCALVOCformat annotationfiles and the respected
images into TFRecord files. A label map file was created in this case to define a
mapping between the labels and the integer class IDs. In this study, one class ID is
sufficient for the label map file since only the “person” class was involved.

2.4 Transfer Learning—Fine Tuning

TensorFlow Object Detection API [15] was employed in this study, specifically the
EfficientDet models in the TensorFlow 2 Detection Model Zoo for human pres-
ence detection. The paradigm of the employed models is considered as a one-stage
detector. Descriptively, EfficientNet [16] that is pre-trained on the COCO 2017
detection datasets [17] was used as the backbone network. As the neck, a weighted
bi-directional feature pyramid network [18] was used in which different layers of
semantic information are integrated. For the detection head of the models, the single-
shot detector [19] convolutional head was applied to predict the location and the class
of the objects with corresponding annotated bounding boxes.

The benefits of transfer learning over training from scratch are that it can save lots
of training time and does not need a huge amount of training data [20]. In the present
investigation, EfficientDet models were employed as the transfer learning models
with only the feature extractor being restored. In consistently, the COCO pre-trained
weights were transferred to the fine-tuned EfficientDet models for feature extraction.
It is noted that the present study had a different detection task as compared to the
pre-trained EfficientDet models, therefore the head of the models was not restored as
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Fig. 2 EfficientDet transfer learning pipeline by means of fine-tuning

Table 1 List of EfficientDet transfer learning models and corresponding network configuration

Transfer learning
models

Input image size Backbone network BiFPN Prediction network

Depth Width Depth

Efficientdet-D0 512× 512 EfficientNet-B0 3 64 3

Efficientdet-D2 768× 768 EfficientNet-B2 5 112 3

it was required to fine tune the prediction head for the specific task—human presence
detection (Fig. 2 and Table 1).

2.5 Performance Evaluation

The mainstream evaluation metrics for the performance of the object detection
models is the Average Precision (AP). In computing the Average Precision (AP)
for the object detection models, first have to understand the concept of Intersection
over Union (IoU). The calculation of IoU is expressed and illustrated as in the figure
below (Fig. 3).

Eventually, an IoU threshold was established to justify whether the predicted
bounding box is classified as correct detection or false detection. In the present
study, an IoU threshold value of 0.5 was used to account for the detection evaluation.
In accordance, a precision-recall curve can be depicted, and the general definition
of Average Precision (AP) is to determine the area under the precision-recall curve.
The formula for AP can be expressed as below:
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Fig. 3 The computation of IoU by using the predicted bounding box and the ground truth box

AP =
∫ 1

0
p(r)dr (1)

3 Result and Discussion

The EfficientDet transfer learningmodels were trainedwith a learning rate of 0.01 for
a warmup step of 2.5 k and a learning rate of 0.001 for a total training step of 100 k.
One of the ways to diagnose the behavior of the models is perhaps through observing
the learning curves. Both training loss and validation loss were computed and moni-
tored during the training to prevent the occurrence of overfitting. The learning curves
of the transfer learning models are depicted as in Figs. 4 and 5. From the learning
curves of the transfer learning models, it can be observed that the learning rate of the
models decreased over the learning steps and eventually converged. Nevertheless,
the gaps between the training loss and the validation loss were made sure to be suffi-
ciently small and stable over the learning phase. Noting that as seen in the training
learning loss of the EfficientDet-D2 fine-tuned model, the initial training loss of the
model is suspiciously high at the first 10 k steps due to the 0.01 warmup learning
rate. But as long as the training loss decreased afterwards and converged over the
learning steps, then this unreasonably high loss can be ignored.

To further evaluate the performance of the fine-tunedmodels, the evaluationmetric
known as AP was computed with the train, validation, and test datasets. The AP of
different fine-tuned models are shown in Fig. 6. The test AP was reported to be
lower than the train AP, indicating that the fine-tuned models do not overfit to the
dataset and can generalize well to the data that the models have not seen before.
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Fig. 4 The train and validation learning curve of EfficientDet-D0 fine-tuned model

Fig. 5 The train and validation learning curve of EfficientDet-D2 fine-tuned model

Another finding was that the train, validation, and test APs of EfficientDet-D2 fine-
tuned model improved as compared to EfficientDet-D0 fine-tuned model. This can
be explained by the configuration of the models with regards to the input image size,
depth, and width of the BiFPN. It is interpreted that increasing these parameters can
improve themodels in learning features with higher semanticmeaning. Nevertheless,
the increase of the parameters was based on the compound scaling method as in [18].

But as a trade-off to the greater AP by means of greater depth and width of BiFPN
and the input image size, the fine-tunedmodel became heavier to load and had slower
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Fig. 6 Train, validation, and test AP metrics of the EfficientDet Fine-tuned models

Table 2 Performance of EfficientDet fine-tuned models based on number of parameters, size of
the fine-tuned models and inference speed on Tesla T4

EfficientDet
fine-tuned models

Fine-tuned model
size (MB)

Number of
parameters

Ratio Inference time on
Tesla T4 (ms)

Ratio

Efficientdet-D0 25.5 MB 5.57 M 1× 30.24 1×
Efficientdet-D2 35.9 MB 10.0 M 1.79× 97.06 3.21×

inference speed. The specification of the fine-tuned models in terms of model size
and number of parameters is summarized in Table 2. Results indicate that the slower
inference speed is most probably due to the higher number of parameters in the
fine-tuned models and larger model size.

4 Conclusion

In this study, the recorded video footagewas used to obtain the desired image datasets
and the persons appearing in the images are annotated with bounding boxes and
labels. Consequently, a label map was prepared according to the format required by
TensorFlow and TFRecord files were generated from the image datasets to serve as
the input images for the models. A transfer learning method known as fine-tuning
was used in the present study where the COCO pre-trained weights were transferred,
and the head detector was fine-tuned with the custom image dataset. The results
demonstrated that, the EfficientDet-D2 fine-tuned model obtained a better accuracy
than the EfficientDet-D0 fine-tuned model in terms of AP by sacrificing an adequate
amount of inference speed. nDbi f pn
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