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Abstract— The World Health Organization (WHO) declared 

the 2019 Coronavirus disease outbreak (Covid-19) as a 

pandemic and made it a trending topic on social media 

platforms, such as Facebook and Twitter. Unfortunately, news 

and opinions shared on social media affect people's mentality 

and create panic situations in society, but in the other hand, 

these opinions can be analyzed using sentiment analysis 

approach to generate knowledge and insight for the local 

government to monitor people reaction to the policies that have 

been issued to prevent the outbreak of Covid-19 virus. 

Therefore, this work aimed to propose an ensemble learning 

model that can classify the sentiment inside the people’s 

opinions from Twitter. The ensemble model used Naïve Bayes 

Classifier, C4.5, and k-Nearest Neighbors as base learners with 

voting mechanism to generate the final decision. For learning, 

the ensemble model used a dataset containing 3884 clean data 

that was successfully downloaded using Twitter API related to 

Covid-19 outbreak prevention and processed using TF-IDF 

method. The dataset has two classes, i.e., ‘positive’ and 

‘negative’ to represent the sentiment of the opinion in each data. 

The proposed model got 80.61% of accuracy, 79.49% of recall, 

and 81.20% of precision, after being evaluated using 10-fold 

Cross Validation. It also performed better when compared to 

several learning models using only single Machine Learning 

algorithm. 

Keywords—sentiment analysis, text mining, ensemble 

learning, covid-19, naïve bayes, decision tree, k nearest neighbors 

I. INTRODUCTION 

The Covid-19 pandemic that spread throughout 2020 to 
2022 is a new disease that first appeared in Wuhan, China. The 
Covid-19 pandemic has forced many countries around the 
world to take steps to control the spread of the virus by 
encouraging people to follow preventive procedures 
recommended by World Health Organization (WHO), such as 
wearing face masks, washing hands regularly, and practicing 
social distancing. Several countries have imposed quarantines 
to slow the spread of the virus. According to the latest statistics 
published by WHO, currently more than 500 million people 
worldwide have been infected with the COVID-19 virus and 
more than 6 million in Indonesia as of July 2022. The current 
situation has prompted people from all fields to provide quick 
solutions to overcome the pandemic. 

The effectiveness of preventive procedures must be 
measured to ensure that the policies issued by the government 
in tackling the spread of the virus are appropriate. This is not 
an easy task, because ensuring that people remain obedient to 
health protocols is not just a one-time job, but a continuous 
work. On the other hand, every policy must be issued based 
on data and logical reasons to make it effective. In this part, 
the challenge is how to collect data and extract them to 
generate useful knowledge and insights for decision makers to 
make effective policies. One solution that can be conducted is 
making use of social media data, such as Twitter or others, 
which contain a lot of public opinions on certain topics that is 

currently trend, then convert the data into useful knowledge 
related to preventive procedures during Covid-19 pandemic. 

Social media, e.g., Twitter, Facebook, or Instagram, plays 
significant role in shaping public opinion on various issues 
through the internet. Every user can post their opinion through 
social media platforms, and at the same time, thousands of 
other users can view the post and provide feedback via 
comments or instant emoticons. Indirectly, social media 
contributes to forming new habits to human daily activities, 
especially in the way people share ideas or opinions. 
Therefore, it is reasonable that in every second there are more 
than 10.000 of tweets are posted to Twitter and more than 
1.000 picture are posted to Instagram, according to 
internetlivestats.com. 

 Related to data analytics or data mining discipline, social 
media has become a new source of data with various topics 
that can easily accessed through certain procedures. One task 
that is mostly conducted using social media data is sentiment 
analysis. Sentiment analysis is currently a very popular 
research topic within natural language processing field [1]. It 
can process texts from human and classify the sentiment 
extracted from them into positive, negative, or neutral, 
depending on the set of of words in the text. Although it is a 
challenging task to process human natural language which is 
usually unstructured, contains various styles, has different 
dialects, and is influenced by temporary social trend, it can 
generate useful insight for human in analyzing a lot of 
comments and reviews from various sources, such as social 
media, online shop platform, online news portal, etc. It is 
widely utilized for many purposes, such as for customer 
service experience [2]–[7], product review [8]–[14], stock 
market prediction [15]–[21], and even general election 
prediction [22]–[34]. 

Since the outbreak of Covid-19 pandemic in 2019, 
governments in all affected countries have imposed lockdown 
regulations to cut the people’s mobility to stay at home. The 
regulation has forced the public to spend more time using 
social media and shared their thoughts and opinions regarding 
to Covid-19 pandemic. This has encouraged many researchers 
to use sentiment analysis to analyze people opinion related to 
people reaction to the outbreak of the virus. The insights 
obtained from sentiment analysis can be useful for the 
government or other relevan agencies to find out the current 
situation in society and make certain decisions based on public 
opinion. 

This work aims to propose an ensemble learning model to 
classify sentiments from Twitter data according to prevention 
of Covid-19 outbreak. This approach is expected to perform 
better than classification model that uses single learning 
algorithm. The proposed model is evaluated using 10-fold 
Cross Validation and the performance is also compared to 
classification model with single learning algorithm. 



II. RELATED WORKS 

During the Covid-19 pandemic, many researchers worked 
on sentiment analysis research on various topics related to 
Covid-19 issue using Twitter data. The most popular topic is 
about public reaction to the outbreak of the virus which was 
conducted by  [35]–[43]. The purpose of the works is to find 
out the public sentiment related to the spread of Covid-19 
virus. As the spread of the virus escalated, governments in the 
affected countries enforce lockdown regulations to area with 
high infection rate and restricted visitors from abroad to 
control the spread of the virus. Many works has been 
conducted to analysis the sentiment of Twitter user related to 
lockdown regulation as in [44]–[49]. The pandemic has also 
forced students to study online and almost never attend school 
meetings. Of course, this online study has an impact on many 
things for students, such as learning motivation, imperfect 
absorption of knowledge, also disruption in financial support. 
Several works in this topic has been conducted as in [50]–[53]. 
In addition, the researcher also conducted a sentiment analysis 
on public opinion regarding the Covid-19 vaccination as in 
[54]–[58]. 

Previous works on sentiment analysis mostly conducted 
based on Naïve Bayes classifier since it has efficient 
performance compared to other Machine Learning algorithms 
[59], [60]. Naïve Bayes uses the concept of probability to 
classify data, and it works better in sentiment analysis since 
the extraction feature, i.e., TF-IDF, also work in the basis of 
probability measurement. According to [61], Naïve Bayes is 
also considered as a simple learning algorithm and easy to 
implement. It does not require long training time to learn data 
patterns as in Support Vector Machine (SVM), Multilayer 
Perceptron (MLP), or Deep Learning. In [50], [52], Naïve 
Bayes was successfully used in classifying sentiments 
according to Covid-19 related tweets. In general, Naïve Bayes 
shows good performance in small dataset, but it has poor 
accuracy when used in large dataset. 

As Deep Learning is becoming more popular with 
significant improvement in classification tasks, many 
previous works according to sentiment analysis in Covid-19 
issues used Deep Learning technique to obtain better 
performance. Long Short Term Memory (LSTM) is one of the 
most used Deep Learning architecture for sentiment analysis 
as conducted in [38], [43], [46], [56]. In general, LSTM and 
other Deep Learning architectures outperforms conventional 
Machine Learning algorithm in sentiment analysis, such as 
Naïve Bayes classifier, Support Vector Machine, and Neural 
Networks [62], [63]. Unfortunately, LSTM and other Deep 
Learning architectures require long training times to achieve 
the best performance. In addition, hyperparameter tuning is 
also needed to find the best LSTM architecture which is 
usually conducted through several observations to find out the 
most optimal one.  

The other approach to obtain better performance is using 
ensemble learning model which is an integrated model that 
combines several “individual learner”, such as Naïve Bayes, 
Support Vector Machine, Decision Tree, Neural Networks, 
etc. into a new model [61]. One of the basic strategies in 
ensemble model is doing voting from each individual learner 
and make decision based on majority result from all individual 
learners. This approach can provide better classification 
performance compared to basic model that only uses a single 
ML algorithm, but on the other hand it does not require long 
training times as in Deep Learning. In [37], an ensemble 

learning model consisting of Multilayer Perceptron and Naïve 
Bayes classifier was proposed for classifying sentiments on 
Covid-19 related tweets. 

In this paper, an ensemble learning model is proposed with 
voting mechanism. There are three ML algorithms used as 
individual learner, i.e., Naïve Bayes classifier, k-Nearest 
Neighbors, and Decision Tree (C4.5). These three algorithms 
are chosen because they classify data in a very different ways 
where Naïve Bayes works based on probability measurement, 
k-Nearest Neighbors works based on distance measurement, 
while Decision Tree uses rule based (IF-THEN) classification 
model. These methods were performed in vary fields research 
such medical image [64]–[66] and plants [67]. The proposed 
model has been evaluated using 10-fold Cross Validation and 
compared to models with a single learning algorithm using 
Naïve Bayes classifier, k-Nearest Neighbors, and Decision 
Tree (C4.5), respectively. 

III. METHODOLOGY 

In this research, sentiment analysis is utilized to classify 
Covid-19 related tweets into two different classes, i.e., 
positive and negative using an ensemble learning model to 
achieve better performance. There are several works that was 
conducted as described in Fig. 1: data collection, data 
preprocessing, feature selection, data classification, and 
model evaluation. Data collection is the initial step to collect 
raw data from Twitter using Twitter API, then process them 
to obtain clean data. At the data preprocessing stage, data 
labeling is also performed manually by humans. This part took 
quiet long time to create good dataset. The feature from 
labeled dataset is extracted using TF-IDF method. To ensure 
that the dataset has good quality, a feature selection occurs to 
remove some misspelling words and useless words that rarely 
appears in documents.  

 

Fig. 1. Research methodology used in this work 

Data classification is performed using ensemble learning 

model with voting mechanism where Naïve Bayes classifier, 

k-Nearest Neighbors, and Decision Tree (C4.5) are used as 

base learners. Model performance is measured based on 

accuracy, precision, and recall. For comparison purpose, the 

proposed model is compared to accuracy of single classifier 

model.  

A. Data Collection 

The dataset was obtained from Twitter using Twitter API 
through Rapidminer. Several keywords in Indonesian were 
used to collect the tweets according to Covid-19 prevention 
procedures, i.e., ‘cegah covid’, ‘omicron’, ‘cuci tangan covid’, 
‘covid 19’, ‘pakai masker’, ‘hindari kerumunan’, ‘jaga jarak 



covid’, ‘kurangi mobilitas’, ‘vaksin’, and ‘omicron BA4’. 
There are total of 9269 records of raw data that was 
successfully downloaded from 22nd of July until 28th of July 
2022. These raw data consist of several attributes, such as 
‘user-id’, ‘created-at’, ‘from-user’, ‘to-user’, ‘language’, text, 
etc., and still have noise that must be cleaned before it can be 
used for analysis. For sentiment analysis purpose, only text 
attribute from raw data that is used. 

B. Data Preprocessing 

The raw data can not be used immediately for sentiment 
analysis. Therefore, several data preprocessing tasks should 
be applied to raw data to produce a clean dataset. As described 
in Fig. 2, the data preprocessing is performed by removing the 
hashtag symbol ‘#...’, retweet symbol ‘RT:’, URL ‘http…’, 
account mentions ‘@...’, and other symbols. In this stage, 
duplicate records are also removed, and only 3884 clean data 
remained. Each data is then labeled manually based on its 
sentiment, i.e., positive, or negative. 

Tokenization is performed once the clean dataset is 
obtained. It is conducted by separating each word in the text 
as single token to be processed individually. Every token is 
then transformed to lowercase to make each letter uniform. 
Several stopwords are also removed to make the data more 
efficient and only contain important words to analyze. An 
additional process is also performed to filter tokens by length. 
In this work, tokens that contain less than 4 characters will be 
removed. This task aims to eliminate useless words outsite the 
stopword list. Finally, stemming is used to normalize each 
token by converting the word to its base form without any 
prefixes or affixes. Once the stemming done, the features from 
clean dataset can be extracted using TF-IDF method. 

 

Fig. 2. Flowchart of data preprocessing for sentiment analysis 

C. Feature Extraction 

The clean dataset can not be used immediately for 
sentiment analysis. It needs to be further processed by 
extracting the feature from dataset using TF-IDF method. TF-
IDF is popular method to extract feature from text data based 
on the frequency of word (term) in each sentence. TF-IDF for 
each term is calculated using (1). 

 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑) = 𝑇𝐹(𝑡, 𝑑) × 𝐼𝐷𝐹(𝑡, 𝐷) (1) 
 
with 

𝑇𝐹(𝑡, 𝑑) =
𝑓𝑡,𝑑
𝑁𝑑

 (2) 

and 

𝐼𝐷𝐹(𝑡, 𝐷) = log (
𝑁

1 + 𝑑𝑓𝑡
) (3) 

 

where 𝑓𝑡,𝑑  is number of times the term t appears in the 

document d, 𝑁𝑑 is total number of terms t in document d, 𝑁 is 
the total number of documents, and 𝑑𝑓𝑡  is the number of 
documents that contain term t. The addition by 1 in 
denominator of (3) aims to avoid the division by zero.  

By using this method, the resulting dataset is a TF-IDF 
matrix where each column represents a single term from all 
documents (data) and each row represents the weight or TF-
IDF score for each term. If the weight of term t in document d 
is 0, it means that t does not appear in d. The size of TF-IDF 
matrix can be very large, depending on the number of terms 
and documents. In this work, the TF-IDF matrix has 6453 
columns with 3884 rows. However, the size of this matrix can 
be reduced to make the system works more efficiently. 

D. Feature Selection 

In this work, there is an additional stage to enhance the TF-
IDF matrix by removing useless term (feature). This can help 
to make the system works more efficiently by using only 
essential terms instead of using all the terms from TF-IDF 
processing. Feature selection is simply conducted manually by 
checking which term appears in less than 2 documents (data) 
then excluding them from the TF-IDF matrix. This 
mechanism can reduce the number of terms significantly. In 
addition, terms that occur too often are also omitted to avoid 
bias in data classification because terms that appear in many 
documents indicate that these terms are not unique and have 
no significant effect on data classification. After performing 
feature selection to TF-IDF matrix resulted from the feature 
extraction step, there are only 1886 terms left. It is much more 
efficient than using the original TF-IDF matrix. 

E. Model Development 

Text mining is simply a classification task. In case of 
sentiment analysis, the text is classified into posstive or 
negative class. In many previous works, Machine Learning 
(ML) algorithms such as Naïve Bayes Classifier, Support 
Vector Machine, or Decision Tree, show the good result in 
sentiment analysis. In this work, an ensemble learning model 
is utilized using voting mechanism. This ensemble model 
combines several ML algorithms as base learners, to perform 
individual classifications from given dataset, then generates 
the final decision by taking the most decisions (voting) from 
each ML base learner. There are three base learners used in 
this work, i.e., Naïve Bayes Classifier, Decision Tree (C4.5), 
and k-Nearest Neighbors (kNN) as illustrated in Fig. 3. 

The final decision of the model is gained from voting 
mechanism which is performed equally for each base learner. 
This ensemble model is expected to have better performance 
than using classification model with single ML algorithm. 



 

Fig. 3. The proposed ensemble learning model using voting mechanism  

F. Model Evaluation 

Instead of using split validation to train and test the 
ensemble learning model, this work used 10-fold Cross 
Validation to perform model evaluation, which is illustrated 
in Fig. 4. It aims to measure the performance comprehensively 
using several variations of training and testing data. Then, 
confusion matrix is used to evaluate the performance score 
resulted from Cross Validation stage. There are three metrics 
used to measure the performance of the model, i.e., accuracy, 
precision, and recall. The performance of proposed model is 
also compared to classification model that uses only single 
ML algorithm. This mechanism aims to evaluate whether the 
ensemble model performs better than the single ML learning 
model. 

 

Fig. 4. The illustration of k-fold Cross Validation mechanism with k=3 

IV. RESULT AND DISCUSSION 

There are two stages of experiment carried out in this 
work. The first stage is training and testing single learning 
models, and the second stage is training and testing the 
ensemble learning model to be compared with the single 

model. Both stages were performed using 10-fold Cross 
Validation with stratified sampling. 

A. Dataset Description 

The experiments were performed using TF-IDF dataset 
that has been filtered in feature selection stage. There are total 
of 3884 records with 1886 features (terms). The dataset is 
considered as a balanced dataset since the number of records 
labeled ‘positive’ is slightly equal to the number of records 
labeled ‘negative’, i.e., 1735 and 1370 records respectively. 
All the features are in real number type. 

B. Single Learning Model Result 

Sentiment analysis using Naïve Bayes Classifier with 
Laplacian Correction get a good performance result with 
accuracy of 79.16%, average recall of 78.53%, and average 
precision of 79.02%. These results show the reason why the 
Naïve Bayes Classifier is popular in sentiment analysis tasks, 
as used in many previous works. As shown in confusion 
matrix in Table I, both ‘positive’ and ‘negative’ classes have 
good results in precision and recall. 

TABLE I.  CONFUSION MATRIX OF NAÏVE BAYES LEARNING MODEL  

 True Positive True Negative 
Class 

Precision 

Pred. Positive 1456 368 79.82% 

Pred. Negative 279 1002 78.22% 

Class Recall 83.92% 73.14%  

 

Compared to Naïve Bayes Classifier, C4.5 algorithm get 
worse result with much lower accuracy of 68.08%, average 
recall of 64.05%, and average precision of 78.75%. As seen in 
Table II, the ‘negative’ class has very low recall. Fortunately, 
the class precision of ‘negative’ class is high. The TF-IDF 
dataset with high-dimensional features does not seem to fit the 
Decision Tree technique in this case. 

TABLE II.  CONFUSION MATRIX OF C4.5 DECISION TREE MODEL 

 True Positive True Negative 
Class 

Precision 

Pred. Positive 1707 963 63.93% 

Pred. Negative 28 407 93.56% 

Class Recall 98.39% 29.71%  

 

KNN algorithms gives moderate result with accuracy of 
75.65%, average recall of 76.74%, and average precision of 
76.77%. This result is better than C4.5, but slightly lower than 
Naïve Bayes Classifier. Based on several observations, the 
best k neighbors value is 11. Table III shows the confusion 
matrix of kNN model evaluation. The ‘positive’ class has 
quite low score compared to the ‘negative’ class. 

TABLE III.  CONFUSION MATRIX OF K-NEAREST NEIGHBORS MODEL 

 True Positive True Negative 
Class 

Precision 

Pred. Positive 1171 192 85.91% 

Pred. Negative 564 1178 67.62% 

Class Recall 67.49% 85.99%  



C. Ensemble Learning Model Result 

The proposed ensemble learning model obtained better 
result than any single learning model that is mentioned before, 
with higher accuracy of 80.61%, higher average precision of 
79.49%, and higher average recall of 81.20%. Based on Table 
IV, the combination of Naïve Bayes Classifier, C4.5, and kNN 
produces good class recall and precision. 

TABLE IV.  CONFUSION MATRIX OF ENSEMBLE LEARNING MODEL 

 True Positive True Negative 
Class 

Precision 

Pred. Positive 1545 412 78.95% 

Pred. Negative 190 958 83.45% 

Class Recall 89.05% 69.93%  

D. Performance Comparison 

Naïve Bayes Classifier gives better result than C4.5 and 
kNN algorithms. However, the ensemble learning model still 
performed better than any single learning model as given in 
Table V. The proposed ensemble model scored higher in all 
evaluation metrics i.e., accuracy, precision, and recall. Based 
on this result, C4.5 has the worst performance, but it scored 
high in class recall. However, the performance is still far from 
90% of accuracy, so it needs improvement in the next work. 
This can be realized using several approaches, such as 
automatic feature selection or automatic parameter 
optimization based on Genetic Algorithm (GA). The other 
strategy is by adding weight to each base learner. 

TABLE V.  COMPARISON BETWEEN ENSEMBLE LEARNING MODEL 

AND SINGLE LEARNING MODEL 

Metrics Naïve Bayes C4.5 kNN Ensemble 

Accuracy 79.16% 68.08% 75.65% 80.61% 

Recall 78.53% 64.05% 76.74% 79.49% 

Precision 79.02% 78.75% 76.77% 81.20% 

 

The proposed model is also evaluated using TF-IDF 

dataset that does not use feature selection procedure. The 

purpose is to find out the effect of feature selection system 

performance. As shown in Table VI, ensemble learning 

model still outperformed any single learning model. The 

performance of the model that using feature selection is 

slightly better than the model without feature selection. This 

result prove that feature selection has positive impact on 

improving the performance of proposed model by reducing 

the dataset dimension (removing useless features) and 

increasing the system accuracy, recall, and precision.  

TABLE VI.  EVALUATION OF USING FEATURE SELECTION 

Metrics Naïve Bayes C4.5 kNN Ensemble 

Accuracy 77.07% 68.12% 74.69% 80.42% 

Recall 77.74% 78.68% 75.90% 80.13% 

Precision 77.94% 64.09% 75.81% 80.24% 

 

V. CONCLUSION 

Sentiment analysis is a great tool that can be used to extract 
people's opinions from social media platforms. This can be 
useful for many purposes. In case of Covid-19 pandemic, 

sentiment analysis can provide information about how people 
response to government’s policy on preventing the outbreak 
of Covid-19 viruses. By knowing this information, 
government can take decision, for example to extend the 
policy period or to end the policy.  

In this work, an ensemble learning model with voting 
mechanism is proposed to classify sentiment from Twitter 
data related to Covid-19 prevention procedures. The ensemble 
learning model combines three different Machine Learning 
(ML) algorithms that act as base learners, i.e., Naïve Bayes 
Classifier, Decision Tree (C4.5), and k-Nearest Neighbors 
(kNN). Based on the experiments, the proposed ensemble 
model achieved higher performance in accuracy, precision, 
also recall compared to any single learning model.  

However, the proposed model still needs improvement to 
achieve higher performance up to 90% or even higher. This 
can be attempted using some stragies, such as doing automatic 
feature selection or automatic learning parameter optimization 
using Genetic Algorithm (GA). Moreover, adding weight to 
each base learner also can be an effective strategy to improve 
the proposed model.   
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Abstract— The World Health Organization (WHO) declared 

the 2019 Coronavirus disease outbreak (Covid-19) as a 

pandemic and made it a trending topic on social media 

platforms, such as Facebook and Twitter. Unfortunately, news 

and opinions shared on social media affect people's mentality 

and create panic situations in society, but in the other hand, 

these opinions can be analyzed using sentiment analysis 

approach to generate knowledge and insight for the local 

government to monitor people reaction to the policies that have 

been issued to prevent the outbreak of Covid-19 virus. 

Therefore, this work aimed to propose an ensemble learning 

model that can classify the sentiment inside the people’s 

opinions from Twitter. The ensemble model used Naïve Bayes 

Classifier, C4.5, and k-Nearest Neighbors as base learners with 

voting mechanism to generate the final decision. For learning, 

the ensemble model used a dataset containing 3884 clean data 

that was successfully downloaded using Twitter API related to 

Covid-19 outbreak prevention and processed using TF-IDF 

method. The dataset has two classes, i.e., ‘positive’ and 

‘negative’ to represent the sentiment of the opinion in each data. 

The proposed model got 80.61% of accuracy, 79.49% of recall, 

and 81.20% of precision, after being evaluated using 10-fold 

Cross Validation. It also performed better when compared to 

several learning models using only single Machine Learning 

algorithm. 

Keywords—sentiment analysis, text mining, ensemble 

learning, covid-19, naïve bayes, decision tree, k nearest neighbors 

I. INTRODUCTION 

The Covid-19 pandemic that spread throughout 2020 to 
2022 is a new disease that first appeared in Wuhan, China. The 
Covid-19 pandemic has forced many countries around the 
world to take steps to control the spread of the virus by 
encouraging people to follow preventive procedures 
recommended by World Health Organization (WHO), such as 
wearing face masks, washing hands regularly, and practicing 
social distancing. Several countries have imposed quarantines 
to slow the spread of the virus. According to the latest statistics 
published by WHO, currently more than 500 million people 
worldwide have been infected with the COVID-19 virus and 
more than 6 million in Indonesia as of July 2022. The current 
situation has prompted people from all fields to provide quick 
solutions to overcome the pandemic. 

The effectiveness of preventive procedures must be 
measured to ensure that the policies issued by the government 
in tackling the spread of the virus are appropriate. This is not 
an easy task, because ensuring that people remain obedient to 
health protocols is not just a one-time job, but a continuous 
work. On the other hand, every policy must be issued based 
on data and logical reasons to make it effective. In this part, 

the challenge is how to collect data and extract them to 
generate useful knowledge and insights for decision makers to 
make effective policies. One solution that can be conducted is 
making use of social media data, such as Twitter or others, 
which contain a lot of public opinions on certain topics that is 
currently trend, then convert the data into useful knowledge 
related to preventive procedures during Covid-19 pandemic. 

Social media, e.g., Twitter, Facebook, or Instagram, plays 
significant role in shaping public opinion on various issues 
through the internet. Every user can post their opinion through 
social media platforms, and at the same time, thousands of 
other users can view the post and provide feedback via 
comments or instant emoticons. Indirectly, social media 
contributes to forming new habits to human daily activities, 
especially in the way people share ideas or opinions. 
Therefore, it is reasonable that in every second there are more 
than 10.000 of tweets are posted to Twitter and more than 
1.000 picture are posted to Instagram, according to 
internetlivestats.com. 

 Related to data analytics or data mining discipline, social 
media has become a new source of data with various topics 
that can easily accessed through certain procedures. One task 
that is mostly conducted using social media data is sentiment 
analysis. Sentiment analysis is currently a very popular 
research topic within natural language processing field [1]. It 
can process texts from human and classify the sentiment 
extracted from them into positive, negative, or neutral, 
depending on the set of words in the text. Although it is a 
challenging task to process human natural language which is 
usually unstructured, contains various styles, has different 
dialects, and is influenced by temporary social trend, it can 
generate useful insight for human in analyzing a lot of 
comments and reviews from various sources, such as social 
media, online shop platform, online news portal, etc. It is 
widely utilized for many purposes, such as for customer 
service experience [2], [3], product review [4], [5], stock 
market prediction [6], [7], and even general election 
prediction [8], [9]. 

Since the outbreak of Covid-19 pandemic in 2019, 
governments in all affected countries have imposed lockdown 
regulations to cut the people’s mobility to stay at home. The 
regulation has forced the public to spend more time using 
social media and shared their thoughts and opinions regarding 
to Covid-19 pandemic. This has encouraged many researchers 
to use sentiment analysis to analyze people opinion related to 
people reaction to the outbreak of the virus. The insights 
obtained from sentiment analysis can be useful for the 
government or other relevan agencies to find out the current 



situation in society and make certain decisions based on public 
opinion. 

This work contributes to proposing an ensemble learning 
model to classify sentiments from Twitter data according to 
prevention of Covid-19 outbreak. This approach is expected 
to perform better than classification model that uses single 
learning algorithm. The proposed model is evaluated using 
10-fold Cross Validation and the performance is also 
compared to classification model with single learning 
algorithm. 

II. RELATED WORKS 

During the Covid-19 pandemic, many researchers worked 
on sentiment analysis research on various topics related to 
Covid-19 issue using Twitter data. The most popular topic is 
about public reaction to the outbreak of the virus which was 
conducted by  [10]–[12]. The purpose of the works is to find 
out the public sentiment related to the spread of Covid-19 
virus. As the spread of the virus escalated, governments in the 
affected countries enforce lockdown regulations to area with 
high infection rate and restricted visitors from abroad to 
control the spread of the virus. Many works has been 
conducted to analysis the sentiment of Twitter user related to 
lockdown regulation as in [13], [14]. The pandemic has also 
forced students to study online and almost never attend school 
meetings. Of course, this online study has an impact on many 
things for students, such as learning motivation, imperfect 
absorption of knowledge, also disruption in financial support. 
Several works in this topic has been conducted as in [15], [16]. 
In addition, the researcher also conducted a sentiment analysis 
on public opinion regarding the Covid-19 vaccination as in 
[17], [18]. 

Previous works on sentiment analysis mostly conducted 
based on Naïve Bayes classifier since it has efficient 
performance compared to other Machine Learning algorithms 
[19], [20]. Naïve Bayes uses the concept of probability to 
classify data, and it works better in sentiment analysis since 
the extraction feature, i.e., TF-IDF, also work in the basis of 
probability measurement. According to [21], Naïve Bayes is 
also considered as a simple learning algorithm and easy to 
implement. It does not require long training time to learn data 
patterns as in Support Vector Machine (SVM), Multilayer 
Perceptron (MLP), or Deep Learning. In [15], [22], Naïve 
Bayes was successfully used in classifying sentiments 
according to Covid-19 related tweets. In general, Naïve Bayes 
shows good performance in small dataset, but it has poor 
accuracy when used in large dataset. 

As Deep Learning is becoming more popular with 
significant improvement in classification tasks, many 
previous works according to sentiment analysis in Covid-19 
issues used Deep Learning technique to obtain better 
performance. Long Short Term Memory (LSTM) is one of the 
most used Deep Learning architecture for sentiment analysis 
as conducted in [23]–[25]. In general, LSTM and other Deep 
Learning architectures outperforms conventional Machine 
Learning algorithm in sentiment analysis, such as Naïve 
Bayes classifier, Support Vector Machine, and Neural 
Networks [26], [27]. Unfortunately, LSTM and other Deep 

Learning architectures require long training times to achieve 
the best performance. In addition, hyperparameter tuning is 
also needed to find the best LSTM architecture which is 
usually conducted through several observations to find out the 
most optimal one.  

The other approach to obtain better performance is using 
ensemble learning model which is an integrated model that 
combines several “individual learner”, such as Naïve Bayes, 
Support Vector Machine, Decision Tree, Neural Networks, 
etc. into a new model [21]. One of the basic strategies in 
ensemble model is doing voting from each individual learner 
and make decision based on majority result from all individual 
learners. This approach can provide better classification 
performance compared to basic model that only uses a single 
ML algorithm, but on the other hand it does not require long 
training times as in Deep Learning. In [28], an ensemble 
learning model consisting of Multilayer Perceptron and Naïve 
Bayes classifier was proposed for classifying sentiments on 
Covid-19 related tweets. 

In this paper, an ensemble learning model is proposed with 
voting mechanism. There are three ML algorithms used as 
individual learner, i.e., Naïve Bayes classifier, k-Nearest 
Neighbors, and Decision Tree (C4.5). These three algorithms 
are chosen because they classify data in a very different ways 
where Naïve Bayes works based on probability measurement, 
k-Nearest Neighbors works based on distance measurement, 
while Decision Tree uses rule based (IF-THEN) classification 
model. These methods were performed in vary fields research 
such medical image [29], [30] and plants [31]. The proposed 
model has been evaluated using 10-fold Cross Validation and 
compared to models with a single learning algorithm using 
Naïve Bayes classifier, k-Nearest Neighbors, and Decision 
Tree (C4.5), respectively. 

III. METHODOLOGY 

In this research, sentiment analysis is utilized to classify 
Covid-19 related tweets into two different classes, i.e., 
positive and negative using an ensemble learning model. 
There are several works that was conducted as described in 
Fig. 1: data collection, data preprocessing, feature selection, 
data classification, and model evaluation. 

 

Fig. 1. Research methodology used in this work 

Data collection is the initial step to collect raw data from 
Twitter, then process them to obtain clean data. At the data 
preprocessing stage, data labeling is also performed manually 
by humans. The feature from labeled dataset is extracted 
using TF-IDF method. To ensure that the dataset has good 



quality, a feature selection occurs to remove some 
misspelling words and useless words that rarely appears in 
documents. 

Data classification is performed using ensemble learning 
model with voting mechanism where Naïve Bayes classifier, 
k-Nearest Neighbors, and Decision Tree (C4.5) are used as 
base learners. Model performance is measured based on 
accuracy, precision, and recall. For comparison purpose, the 
proposed model is compared to accuracy of single classifier 
model.  

A. Data Collection 

The dataset was obtained from Twitter using Twitter API 
through Rapidminer. Several keywords in Indonesian were 
used to collect the tweets according to Covid-19 prevention 
procedures, i.e., ‘cegah covid’, ‘omicron’, ‘cuci tangan covid’, 
‘covid 19’, ‘pakai masker’, ‘hindari kerumunan’, ‘jaga jarak 
covid’, ‘kurangi mobilitas’, ‘vaksin’, and ‘omicron BA4’. 
There are total of 9269 records of raw data that was 
successfully downloaded from 22nd of July until 28th of July 
2022. These raw data consist of several attributes, such as 
‘user-id’, ‘created-at’, ‘from-user’, ‘to-user’, ‘language’, text, 
etc., and still have noise that must be cleaned before it can be 
used for analysis. For sentiment analysis purpose, only text 
attribute from raw data that is used. 

B. Data Preprocessing 

The raw data can not be used immediately for sentiment 
analysis. Therefore, several data preprocessing tasks should 
be applied to raw data to produce a clean dataset. As described 
in Fig. 2, the data preprocessing is performed by removing the 
hashtag symbol ‘#...’, retweet symbol ‘RT:’, URL ‘http…’, 
account mentions ‘@...’, and other symbols. In this stage, 
duplicate records are also removed, and only 3884 clean data 
remained. Each data is then labeled manually based on its 
sentiment, i.e., positive, or negative. 

 

Fig. 2. Flowchart of data preprocessing for sentiment analysis 

Tokenization is performed once the clean dataset is obtained. 
It is conducted by separating each word in the text as single 

token to be processed individually. Every token is then 
transformed to lowercase to make each letter uniform. 
Several stopwords are also removed to make the data more 
efficient and only contain important words to analyze. An 
additional process is also performed to filter tokens by length. 
In this work, tokens that contain less than 4 characters will be 
removed. This task aims to eliminate useless words outsite 
the stopword list. Finally, stemming is used to normalize each 
token by converting the word to its base form without any 
prefixes or affixes. Once the stemming done, the features 
from clean dataset can be extracted using TF-IDF method. 

C. Feature Extraction 

The clean dataset can not be used immediately for 
sentiment analysis. It needs to be further processed by 
extracting the feature from dataset using TF-IDF method. TF-
IDF is popular method to extract feature from text data based 
on the frequency of word (term) in each sentence. TF-IDF for 
each term is calculated using (1). 
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where 
�,�  is number of times the term t appears in the 
document d, �� is total number of terms t in document d, � is 
the total number of documents, and 	
�  is the number of 
documents that contain term t. The addition by 1 in 
denominator of (3) aims to avoid the division by zero.  

By using this method, the resulting dataset is a TF-IDF 
matrix where each column represents a single term from all 
documents (data) and each row represents the weight or TF-
IDF score for each term. If the weight of term t in document d 
is 0, it means that t does not appear in d. The size of TF-IDF 
matrix can be very large, depending on the number of terms 
and documents. In this work, the TF-IDF matrix has 6453 
columns with 3884 rows. However, the size of this matrix can 
be reduced to make the system works more efficiently. 

D. Feature Selection 

In this work, there is an additional stage to enhance the TF-
IDF matrix by removing useless term (feature). This can help 
to make the system works more efficiently by using only 
essential terms instead of using all the terms from TF-IDF 
processing. Feature selection is simply conducted manually by 
checking which term appears in less than 2 documents (data) 
then excluding them from the TF-IDF matrix. This 
mechanism can reduce the number of terms significantly. In 
addition, terms that occur too often are also omitted to avoid 
bias in data classification because terms that appear in many 
documents indicate that these terms are not unique and have 
no significant effect on data classification. After performing 
feature selection to TF-IDF matrix resulted from the feature 



extraction step, there are only 1886 terms left. It is much more 
efficient than using the original TF-IDF matrix. 

E. Model Development 

Text mining is simply a classification task. In case of 
sentiment analysis, the text is classified into posstive or 
negative class. In many previous works, Machine Learning 
(ML) algorithms such as Naïve Bayes Classifier, Support 
Vector Machine, or Decision Tree, show the good result in 
sentiment analysis. In this work, an ensemble learning model 
is utilized using voting mechanism. This ensemble model 
combines several ML algorithms as base learners, to perform 
individual classifications from given dataset, then generates 
the final decision by taking the most decisions (voting) from 
each ML base learner. There are three base learners used in 
this work, i.e., Naïve Bayes Classifier, Decision Tree (C4.5), 
and k-Nearest Neighbors (kNN) as illustrated in Fig. 3. 

The final decision of the model is gained from voting 
mechanism which is performed equally for each base learner. 
This ensemble model is expected to have better performance 
than using classification model with single ML algorithm. 

 

Fig. 3. The proposed ensemble learning model using voting mechanism  

F. Model Evaluation 

Instead of using split validation to train and test the 
ensemble learning model, this work used 10-fold Cross 
Validation to perform model evaluation using 3884 clean data. 
As illustrated in Fig. 4, Cross Validation works by dividing 
the data into k parts (fold) in balance. Each part (fold) will act 
as testing data, and the rest are the training data. It aims to 
measure the performance comprehensively using several 
variations of training and testing data. Then, confusion matrix 
is used to evaluate the performance score resulted from Cross 
Validation stage. There are three metrics used to measure the 
performance of the model, i.e., accuracy, precision, and recall. 
The performance of proposed model is also compared to 
classification model that uses only single ML algorithm. This 
mechanism aims to evaluate whether the ensemble model 
performs better than the single ML learning model. 

 

Fig. 4. The illustration of k-fold Cross Validation mechanism with k=3 

IV. RESULT AND DISCUSSION 

There are two stages of experiment carried out in this 
work. The first stage is training and testing single learning 
models, and the second stage is training and testing the 
ensemble learning model to be compared with the single 
model. Both stages were performed using 10-fold Cross 
Validation with stratified sampling. 

A. Dataset Description 

The experiments were performed using TF-IDF dataset 
that has been filtered in feature selection stage. There are total 
of 3884 records with 1886 features (terms). The dataset is 
considered as a balanced dataset since the number of records 
labeled ‘positive’ is slightly equal to the number of records 
labeled ‘negative’, i.e., 1735 and 1370 records respectively. 
All the features are in real number type. 

B. Single Learning Model Result 

Sentiment analysis using Naïve Bayes Classifier with 
Laplacian Correction get a good performance result with 
accuracy of 79.16%, average recall of 78.53%, and average 
precision of 79.02%. These results show the reason why the 
Naïve Bayes Classifier is popular in sentiment analysis tasks, 
as used in many previous works. As shown in confusion 
matrix in Table I, both ‘positive’ and ‘negative’ classes have 
good results in precision and recall. 

TABLE I.  CONFUSION MATRIX OF NAÏVE BAYES LEARNING MODEL  

 True Positive True Negative 
Class 

Precision 

Pred. Positive 1456 368 79.82% 

Pred. Negative 279 1002 78.22% 

Class Recall 83.92% 73.14%  

 
Compared to Naïve Bayes Classifier, C4.5 algorithm get 

worse result with much lower accuracy of 68.08%, average 



recall of 64.05%, and average precision of 78.75%. As seen in 
Table II, the ‘negative’ class has very low recall. Fortunately, 
the class precision of ‘negative’ class is high. The TF-IDF 
dataset with high-dimensional features does not seem to fit the 
Decision Tree technique in this case. 

TABLE II.  CONFUSION MATRIX OF C4.5 DECISION TREE MODEL 

 True Positive True Negative 
Class 

Precision 

Pred. Positive 1707 963 63.93% 

Pred. Negative 28 407 93.56% 

Class Recall 98.39% 29.71%  

 
KNN algorithms gives moderate result with accuracy of 
75.65%, average recall of 76.74%, and average precision of 
76.77%. This result is better than C4.5, but slightly lower than 
Naïve Bayes Classifier. Based on several observations, the 
best k neighbors value is 11. Table III shows the confusion 
matrix of kNN model evaluation. The ‘positive’ class has 
quite low score compared to the ‘negative’ class. 

TABLE III.  CONFUSION MATRIX OF K-NEAREST NEIGHBORS MODEL 

 True Positive True Negative 
Class 

Precision 

Pred. Positive 1171 192 85.91% 

Pred. Negative 564 1178 67.62% 

Class Recall 67.49% 85.99%  

 

C. Ensemble Learning Model Result 

The proposed ensemble learning model obtained better 
result than any single learning model that is mentioned before, 
with higher accuracy of 80.61%, higher average precision of 
79.49%, and higher average recall of 81.20%. Based on Table 
IV, the combination of Naïve Bayes Classifier, C4.5, and kNN 
produces good class recall and precision. 

TABLE IV.  CONFUSION MATRIX OF ENSEMBLE LEARNING MODEL 

 True Positive True Negative 
Class 

Precision 

Pred. Positive 1545 412 78.95% 

Pred. Negative 190 958 83.45% 

Class Recall 89.05% 69.93%  

D. Performance Comparison 

Naïve Bayes Classifier gives better result than C4.5 and 
kNN algorithms. However, the ensemble learning model still 
performed better than any single learning model as given in 
Table V. The proposed ensemble model scored higher in all 
evaluation metrics i.e., accuracy, precision, and recall. Based 
on this result, C4.5 has the worst performance, but it scored 
high in class recall. However, the performance is still far from 
90% of accuracy, so it needs improvement in the next work. 
This can be realized using several approaches, such as 
automatic feature selection or automatic parameter 

optimization based on Genetic Algorithm (GA). The other 
strategy is by adding weight to each base learner. 

TABLE V.  COMPARISON BETWEEN ENSEMBLE LEARNING MODEL 
AND SINGLE LEARNING MODEL 

Metrics 
Naïve 
Bayes 

C4.5 kNN Ensemble 

Accuracy 79.16% 68.08% 75.65% 80.61% 

Recall 78.53% 64.05% 76.74% 79.49% 

Precision 79.02% 78.75% 76.77% 81.20% 

 
The proposed model is also evaluated using TF-IDF 

dataset that does not use feature selection procedure. The 
purpose is to find out the effect of feature selection system 
performance. As shown in Table VI, ensemble learning 
model still outperformed any single learning model. The 
performance of the model that using feature selection is 
slightly better than the model without feature selection. This 
result prove that feature selection has positive impact on 
improving the performance of proposed model by reducing 
the dataset dimension (removing useless features) and 
increasing the system accuracy, recall, and precision.  

TABLE VI.  EVALUATION OF USING FEATURE SELECTION 

Metrics 
Naïve 
Bayes 

C4.5 kNN Ensemble 

Accuracy 77.07% 68.12% 74.69% 80.42% 

Recall 77.74% 78.68% 75.90% 80.13% 

Precision 77.94% 64.09% 75.81% 80.24% 

 

V. CONCLUSION 

Sentiment analysis is a great tool that can be used to extract 
people's opinions from social media platforms. This can be 
useful for many purposes. In case of Covid-19 pandemic, 
sentiment analysis can provide information about how people 
response to government’s policy on preventing the outbreak 
of Covid-19 viruses. By knowing this information, 
government can take decision, for example to extend the 
policy period or to end the policy. In this work, an ensemble 
learning model with voting mechanism is proposed to classify 
sentiment from Twitter data related to Covid-19 prevention 
procedures. The ensemble learning model combines three 
different Machine Learning (ML) algorithms that act as base 
learners, i.e., Naïve Bayes Classifier, Decision Tree (C4.5), 
and k-Nearest Neighbors (kNN). Based on the experiments, 
the proposed ensemble model achieved higher performance in 
accuracy, precision, also recall compared to any single 
learning model. However, the proposed model still needs 
improvement to achieve higher performance up to 90% or 
even higher. This can be attempted using some stragies, such 
as doing automatic feature selection or automatic learning 
parameter optimization using Genetic Algorithm (GA). 
Moreover, adding weight to each base learner also can be an 
effective strategy to improve the proposed model.   
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submitted paper have the same list of authors, title, a
wording differences in the abstract are ok).
On the EDAS page of your paper, select the “Final Ma
follow the instructions to upload the PDF file with the
paper that has been previously obtained from PDF eX
The deadline for submitting the final manuscript is Oc
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Aug 30, 2022 20220830-100536-1660@edas.info [2022 ICITRI] #1570844419 has been uploaded
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From 2022 ICITRI <2022icitri-chairs@edas.info>
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Sulistyo Dwi Sancoko
<sulistyo.dwisancoko@staff.uty.ac.id>, Saucha
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Dear Mr. Muhammad Fachrie:

Thank you for uploading your paper 1570844419 (Ensemble
Learning for Sentiment Analysis on Twitter Data Related to
Covid-19 Preventions) to 2022 International Conference on
Information Technology Research and Innovation
(ICITRI). The paper is of type application/pdf and has a
length of 578329 bytes.

You can modify your paper at 1570844419 and see all your
submissions at https://edas.info/index.php?c=29887 using
the EDAS identifier muhammad.fachrie@staff.uty.ac.id

Regards,
Technical Program Committee of ICITRI 2022
Jl. Raya Jatiwaringin No.2, RT.2/RW.13, Cipinang Melayu,
Makasar, East Jakarta City, Jakarta 13620
email: icitri@nusamandiri.ac.id / agus@nusamandiri.ac.id
website: https://icitri.nusamandiri.ac.id/
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Dear Mr. Muhammad Fachrie:

Thank you for uploading your paper 1570844419 (Ensemble
Learning for Sentiment Analysis on Twitter Data Related to
Covid-19 Preventions) to 2022 International Conference on
Information Technology Research and Innovation
(ICITRI). The paper is of type application/pdf and has a
length of 578329 bytes.

You can modify your paper at 1570844419 and see all your
submissions at https://edas.info/index.php?c=29887 using
the EDAS identifier muhammad.fachrie@staff.uty.ac.id

Regards,
Technical Program Committee of ICITRI 2022
Jl. Raya Jatiwaringin No.2, RT.2/RW.13, Cipinang Melayu,
Makasar, East Jakarta City, Jakarta 13620
email: icitri@nusamandiri.ac.id / agus@nusamandiri.ac.id
website: https://icitri.nusamandiri.ac.id/
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Dear Mr. Muhammad Fachrie:

Information about your paper #1570844419 ('Ensemble
Learning for Sentiment Analysis on Twitter Data Related to
Covid-19 Preventions') for 2022 ICITRI was changed by
Muhammad Fachrie ():

Saucha Diwandari added as author

No further action is required from you.

If you have already submitted your manuscript, you can
change it at any time before the deadline by [web form
upload](1570844419).

You can see all your submissions, using the EDAS user name .
From there, you can see the current status of the papers,
whether a manuscript has been submitted and can edit the
paper information.

You can directly view information about your [paper]
(1570844419).

Once you update your manuscript, you will receive another
email confirmation.

Regards,

Technical Program Committee of ICITRI 2022
Jl. Raya Jatiwaringin No.2, RT.2/RW.13, Cipinang Melayu,
Makasar, East Jakarta City, Jakarta 13620
email: icitri@nusamandiri.ac.id / agus@nusamandiri.ac.id
website: https://icitri.nusamandiri.ac.id/
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Dear Mr. Muhammad Fachrie:

Information about your paper #1570844419 ('Ensemble
Learning for Sentiment Analysis on Twitter Data Related to
Covid-19 Preventions') for 2022 ICITRI was changed by
Muhammad Fachrie ():

Sulistyo Dwi Sancoko added as author

No further action is required from you.

If you have already submitted your manuscript, you can
change it at any time before the deadline by [web form
upload](1570844419).

You can see all your submissions, using the EDAS user name .
From there, you can see the current status of the papers,
whether a manuscript has been submitted and can edit the
paper information.

You can directly view information about your [paper]
(1570844419).

Once you update your manuscript, you will receive another
email confirmation.

Regards,

Technical Program Committee of ICITRI 2022
Jl. Raya Jatiwaringin No.2, RT.2/RW.13, Cipinang Melayu,
Makasar, East Jakarta City, Jakarta 13620
email: icitri@nusamandiri.ac.id / agus@nusamandiri.ac.id
website: https://icitri.nusamandiri.ac.id/
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your paper #1570844413 ("Ensemble Learning for Sentiment
Analysis on Twitter Data Related to Covid-19 Preventions")
has been withdrawn from 2022 ICITRI.

You can find all your papers for this conference at
https://edas.info/index.php?c=29887, using the EDAS login
sulistyo.dwisancoko@staff.uty.ac.id.

Regards,
Technical Program Committee of ICITRI 2022
Jl. Raya Jatiwaringin No.2, RT.2/RW.13, Cipinang Melayu,
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Technical Program Committee Chairs for 2022 International
Conference on Information Technology Research and
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Dear Mr. Sulistyo Sancoko:

Information about your paper #1570844413 ('Ensemble
Learning for Sentiment Analysis on Twitter Data Related to
Covid-19 Preventions') for 2022 ICITRI was changed by
Sulistyo Dwi Sancoko ():

Muhammad Fachrie removed

No further action is required from you.

If you have already submitted your manuscript, you can
change it at any time before the deadline by [web form
upload](1570844413).
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You can see all your submissions, using the EDAS user name .
From there, you can see the current status of the papers,
whether a manuscript has been submitted and can edit the
paper information.

You can directly view information about your [paper]
(1570844413).

Once you update your manuscript, you will receive another
email confirmation.

Regards,

Technical Program Committee of ICITRI 2022
Jl. Raya Jatiwaringin No.2, RT.2/RW.13, Cipinang Melayu,
Makasar, East Jakarta City, Jakarta 13620
email: icitri@nusamandiri.ac.id / agus@nusamandiri.ac.id
website: https://icitri.nusamandiri.ac.id/
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Dear Mr. Sulistyo Sancoko:

Thank you for uploading your paper 1570844413 (Ensemble
Learning for Sentiment Analysis on Twitter Data Related to
Covid-19 Preventions) to 2022 International Conference on
Information Technology Research and Innovation
(ICITRI). The paper is of type application/pdf and has a
length of 1452508 bytes.

You can modify your paper at 1570844413 and see all your
submissions at https://edas.info/index.php?c=29887 using
the EDAS identifier sulistyo.dwisancoko@staff.uty.ac.id

Regards,
Technical Program Committee of ICITRI 2022
Jl. Raya Jatiwaringin No.2, RT.2/RW.13, Cipinang Melayu,
Makasar, East Jakarta City, Jakarta 13620
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Muhammad Fachrie
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[2022 ICITRI] Information about paper
#1570844413 (Ensemble Learning for
Sentiment Analysis on Twitter Data Related to
Covid-19 Preventions) has been changed
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Dear Mr. Sulistyo Sancoko:

Information about your paper #1570844413 ('Ensemble
Learning for Sentiment Analysis on Twitter Data Related to
Covid-19 Preventions') for 2022 ICITRI was changed by
Sulistyo Dwi Sancoko ():

Muhammad Fachrie added as author

No further action is required from you.

If you have already submitted your manuscript, you can
change it at any time before the deadline by [web form
upload](1570844413).

You can see all your submissions, using the EDAS user name .
From there, you can see the current status of the papers,
whether a manuscript has been submitted and can edit the
paper information.

You can directly view information about your [paper]
(1570844413).

Once you update your manuscript, you will receive another
email confirmation.

Regards,

Technical Program Committee of ICITRI 2022
Jl. Raya Jatiwaringin No.2, RT.2/RW.13, Cipinang Melayu,
Makasar, East Jakarta City, Jakarta 13620
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