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#### Abstract

Deep Learning is a popular Machine Learning algorithm that is widely used in many areas in current daily life. Its robust performance and ready-to-use frameworks and architectures enables many people to develop various Deep Learning-based software or systems to support human tasks and activities. Traffic monitoring is one area that utilizes Deep Learning for several purposes. By using cameras installed in some spots on the roads, many tasks such as vehicle counting, vehicle identification, traffic violation monitoring, vehicle speed monitoring, etc. can be realized. In this paper, we discuss a Deep Learning implementation to create a vehicle counting system without having to track the vehicles movements. To enhance the system performance and to reduce time in deploying Deep Learning architecture, hence pretrained model of YOLOv3 is used in this research due to its good performance and moderate computational time in object detection. This research aims to create a simple vehicle counting system to help human in classify and counting the vehicles that cross the street. The counting is based on four types of vehicle, i.e. car, motorcycle, bus, and truck, while previous research counts the car only. As the result, our proposed system capable to count the vehicles crossing the road based on video captured by camera with the highest accuracy of $97.72 \%$.
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## 1. Introduction

Deep Learning (DL) outperforms the conventional Machine Learning (ML) algorithms in many tasks, especially in Computer Vision (CV). ML plays important role in CV due to its capability to learn the pattern of objects or images and classify the object that is taken by camera. Previously, a CV system needs preprocessing and feature extraction step before it can detect, classify, or recognize objects within the image using ML algorithm [1]-[3]. Different objects or cases needs different techniques in preprocessing and feature extraction. Hence it makes the single model of conventional CV limited to detect or recognize certain objects only. While DL with its large and deep networks, automatically preprocess and extract the image features within its networks then classify the image class, even more it can detect the location of every single objects inside the image. Nevertheless, DL requires high specifications of machine and large amount of data to train the networks and optimize its performance [1], [4].
Traffic monitoring system is one area that implemented CV technology for some tasks, e.g. intelligent traffic
light system [5], vehicle counting system [6]-[9], vehicle speed monitoring [8], parking lot monitoring [10]-[12], and traffic violation monitoring [13]. Every task mentioned before is started by detecting the position of each vehicle, i.e. car. Hence, object detection algorithm has crucial role in this part. Traditional Machine Learning approach needs preprocessing approach to complete this task, e.g. image gray scaling, image binarization, and background subtraction [6], [7], [14], or sometimes using edge detection [5]. Of course, this approach has limitations, e.g. when the vehicle's shadow exists in the image, the detection can be less precise. The inaccuracy of detection also occurs when some changes happen to the surface of the road, e.g. road repair, road damage, or any obstacles on the road, because those can disturb the image subtraction process. While Deep Learning (DL) approach gives more flexible performance without having to preprocess the image and extract the feature using several methods, even though it is computationally expensive, and it needs large amount of data to train the networks. Furthermore, there are now exist better DL architectures that has been trained with
millions of data, hence the development of CV system become easier.

In this work, we developed a simple vehicle counting system using Deep Learning algorithm. Pretrained YOLOv3 is used as the DL architecture that is well known with its good accuracy in object detection and its moderate computation compared to other DL architectures [15]-[17]. Moreover, YOLOv3 has been used in several vehicle detection systems as in [15], [18]-[21]. This work is motivated by previous research that was mostly tested using videos in the highways that are only passed by cars, bus, or truck, and there are no motorcycles. Besides, any buses or trucks are simply considered as 'car' without classifying them into more detail classes as 'bus' or 'truck' when counting. While some traffic monitoring system may need more detail information about the type of the vehicles whether it is a car, truck, bus, or motorcycle. The previous studies as in [6]-[9] were also mostly tested in good traffic condition with good driving manner, so that the counting gives accurate result. Hence, in this work we focus on developing a system that count the number of vehicles crossing the road where the counting is based on the type of the vehicle itself, i.e. car, bus, truck, and motorcycle based on Deep Learning algorithm with YOLOv3 architecture.

## 2. Research Method

This research was conducted in several phases, starting with some literature reviews to explore the result from previous related studies in order to find what problems that should be solved in the current research, also to decide what methods should be implemented. The system is designed once the problem and the methods are clearly decided. As mentioned in Introduction section, YOLOv3 is used as the algorithm to detect the vehicles that cross the road.
To test the system, a set of data was collected in form of videos recorded in Full HD resolution (1080p). The performance of the system is measured by its accuracy in counting the vehicles. It is compared to the real number of vehicles counted by human.

### 2.1. System Architecture

The vehicle counting system which was built in this work has two main modules, i.e. Object Detection Module and Counting Module as given in Figure 1. The first module reads every single frame from the video and doing vehicle detection using YOLOv3 algorithm. This module results the location of every detected vehicles, i.e. the bounding box coordinates. Then, the second module counts the number of vehicles that crossing the road based on the coordinates or location of the vehicles. So, the result of object detection module plays significant role in this system, because once the vehicle is not detected, then it will not be counted.


Figure 1. General architecture of the vehicle counting system.
The system is developed and tested on machine with mobile version GPU from Nvidia, i.e. Nvidia Geforce MX150 that has 384 cuda cores with 1.5 GHz clock speed and 4 GB of VRAM. Although this engine is not as fast as the GTX version from Nvidia, but it is quite enough to run the Deep Learning-based system. From our observation, it can detect the objects for about 0.2 0.3 seconds for a single frame.

### 2.2. Data Acquisition

In order to test the system's performance, several videos in Full HD resolution (1080p) were successfully recorded using 8 megapixels smartphone camera in 30 fps. The video was taken manually from the top of pedestrian bridge in one of big city in Indonesia. The distance between the surface of the road to the top of the bridge is approximately 5 meters high as illustrated in Figure 2.


Figure 2. Illustration of data acquisition process
The video was recorded in fine weather about 03:00 pm. They are four scenarios in taking the video, i.e. frontside recording with 1 x zoom, frontside recording with 2 x zoom, backside recording with $1 x$ zoom and backside recording with 2 x zoom. Therefore, there are four different videos which is three minutes long for each.

The road is one-way direction with four different lanes. Various vehicles are passing by the road, e.g. cars, trucks, buses, motorcycles, bicycles, etc. Figure 3 shows the sample frames of each recording scenario.


Figure 3. Screenshots of videos from each recording scenario: (a) frontside 1x zoom, (b) frontside $2 x$ zoom, (c) backside $1 x$ zoom, and (d) backside $2 x$ zoom.

### 2.3. YOLOv3

Deep Learning (DL) with its Convolutional Neural Networks (CNN) architecture is well-known to have very good performance in Computer Vision (CV), especially in object detection and classification. There are several CNN-based architectures that is used in CV for object detection and classification, e.g. Regionalbased CNN (R-CNN) [22], Fast R-CNN [23], Faster RCNN [24], Region-based Fully CNN (R-FCN) [25], YOLO [26], Single Shot Detector (SSD) [27], YOLO9000 [28], YOLOv2 [28], Mask R-CNN [29], and YOLOv3 [17]. Among these object detections techniques, YOLOv3 is considered as the most suitable model to be used in this experiment due to its good accuracy and real time speed of computation.

YOLOv3 is a Deep Learning model with Convolutional Neural Networks (CNN) architecture, which is an improvement from the previous version, i.e. YOLOv2 where YOLOv2 itself is the improvement from YOLO. Based on [17], YOLOv3 has 53 convolutional layers as described in Figure 4, hence the network itself is named Darknet-53. With this architecture, beside the improvement of the detection accuracy, it also optimizes the GPU utilization and makes this network more efficient in computation [17]. YOLO is also invariant to the size of the input image, so that it makes the implementation of YOLO is easier and more practice.

|  | Type | Filters | Size | Output |
| :---: | :---: | :---: | :---: | :---: |
|  | Convolutional | 32 | $3 \times 3$ | $256 \times 256$ |
|  | Convolutional | 64 | $3 \times 3 / 2$ | $128 \times 128$ |
|  | Convolutional | 32 | $1 \times 1$ |  |
| 1× | Convolutional Residual | 64 | $3 \times 3$ | $128 \times 128$ |
|  | Convolutional | 128 | $3 \times 3 / 2$ | $64 \times 64$ |
|  | Convolutional | 64 | $1 \times 1$ |  |
| $2 \times$ | Convolutional Residual | 128 | $3 \times 3$ | $64 \times 64$ |
|  | Convolutional | 256 | $3 \times 3 / 2$ | $32 \times 32$ |
|  | Convolutional | 128 | $1 \times 1$ |  |
| $8 \times$ | Convolutional Residual | 256 | $3 \times 3$ | $32 \times 32$ |
|  | Convolutional | 512 | $3 \times 3 / 2$ | $16 \times 16$ |
|  | Convolutional | 256 | $1 \times 1$ |  |
| $8 \times$ | Convolutional Residual | 512 | $3 \times 3$ | $16 \times 16$ |
|  | Convolutional | 1024 | $3 \times 3 / 2$ | $8 \times 8$ |
|  | Convolutional | 512 | $1 \times 1$ |  |
| 4× | Convolutional Residual | 1024 | $3 \times 3$ | $8 \times 8$ |
|  | Avgpool |  | Global |  |
|  | Connected |  | 1000 |  |
|  | Softmax |  |  |  |

Figure 4. Architecture of Darknet-53 [17].
In this work, we used pretrained YOLOv3 model which has been trained using Ms. COCO dataset that makes this model can detects and classifies 80 different objects. But we just use YOLOv3 to detect three types of vehicles, i.e. car, bus, truck, and motorcycle. Some detected vehicles are presented in Figure 5.

(a)

(b)


Figure 5. Samples of detected vehicles: (a) car, (b) truck and bus, and (c) motorcycle.

### 2.4. Non-Tracking Vehicle Counting

Different with previous works that used object tracking to count the number of vehicles, we propose other simple strategy to count the vehicles without having to track its movement from frame to frame. As described in Figure 6 , our method just simply evaluates the distance between the vehicle's centroid to the border line. If the distance is less or equal to threshold value which is defined before, hence it is counted as one vehicle. In this experiment, the threshold value is decided as $1.5 \%$ from the resolution of the video after several observations.


Figure 6. The vehicle is counted based on its centroid distance to the border line.

But this simple strategy has weakness if in several frames, the same vehicle has more than one close positions to the border line, then the system will count it as two or even three vehicles. Therefore, we applied additional strategy as shown in Figure 7 by analyzing the three consecutive frames and evaluating the position of the same vehicles to the border line. The same vehicles are identified by measuring their centroid to the previous frame (the same vehicles in different frame must have the closest distance among the other vehicles). This strategy can decrease the counting error. We also observed that the minimum distance of the same vehicles is $4 \%$ from the video resolution.


Figure 7. Illustration of non-tracking vehicle counting system.

### 2.5. Performance Measurement

The performance of the system is measured by comparing the difference between real number of vehicles and number of counted vehicles by the system. The percentage of accuracy is calculated using equation (1).

Accuracy $=\left(1-\frac{|R C-S C|}{R C}\right) \times 100 \%$
where $R C$ is real number of vehicles counted by human and $S C$ is number of vehicles counted by the system.

## 3. Result and Discussion

The vehicle counting system developed in this work is tested using four different videos as described in previous section. Originally, the videos are in 1080p of resolution with 30 fps . But, to explore the performance of the system, we used two different scenarios in the testing phase. Since we used a pretrained YOLOv3, so there is no training phase in this work instead.


Figure 8. Sample of detected frame from the testing scenario.
In the first testing scenario, we ran the system using all four videos with 1080p Full HD resolution and 30 fps . This totally has about 5400 frames. The sample of the detected frame is shown in Figure 8.

Table 1. Result of the first testing scenario (1080p and 30fps)

| Video | Vehicle | Counting |  | Counting <br> Error | Overall <br> Accuracy |
| :---: | ---: | :---: | :---: | :---: | :---: |
|  |  | Real | System |  |  |
| Video 1 | Car | 149 | 150 | +1 |  |
| (frontside | Motor | 244 | 246 | +2 | $96.96 \%$ |
| 1x zoom) | Bus | 1 | 2 | +1 |  |
|  | Truck | 1 | 9 | +8 |  |
| Video 2 | Car | 128 | 114 | -14 |  |
|  | Motor | 232 | 219 | -13 | $87.09 \%$ |
| 2x zoom) | Bus | 3 | 4 | +1 |  |
|  | Truck | 1 | 20 | +19 |  |
| Video 3 | Car | 122 | 114 | -8 |  |
|  | Motor | 173 | 170 | -3 | $90.24 \%$ |
| 1x zoom) | Bus | 1 | 3 | +2 |  |
|  | Truck | 1 | 17 | +16 |  |
| Video 4 | Car | 99 | 96 | -3 |  |
|  | Motor | 247 | 246 | -1 | $94.52 \%$ |
| 2x zoom) | Bus | 0 | 2 | +2 |  |
|  | Truck | 1 | 14 | +13 |  |

In the first testing scenario as described in Table 1, the system achieved the highest accuracy in the first video that is recorded from frontside with 1 x zoom with $96.96 \%$ of accuracy. Type 'motorcycle' and 'car' has the most accurate counting with only $2.14 \%$ and $5.3 \%$ of error in average respectively among all videos, while type 'truck' got the worst accuracy followed by the type 'bus'.

The second scenario was run using 15 fps videos with the same resolution. As described in Table 2, the counting accuracy decreases $5 \%$ up to $14 \%$ for each video. But still, the first video got the highest accuracy with $91.14 \%$. Type 'car' got a relatively constant average error for both testing scenarios, while 'motorcycle' got more error up to $11 \%$ than the previous one in the second scenario. 'Truck' rather better in the second scenario but still the worst among other vehicles.

Table 2. Result of the second testing scenario (1080p and 15fps)

| Video | Vehicle | Counting |  | Counting |
| :---: | ---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | | Overall |
| :---: |
| Accuracy |

Based on these two scenarios, the video from frontside with 1 x zoom is the most suitable to be used in the proposed system, even though other videos also give good results. Higher frame rate gives better performance because there is more information processed by the system, while decrease of fps ignores some or even most of information.
'Car' has the most stable counting accuracy among the others, even in lower fps video. This because the object of car is well-recognized by YOLOv3 model, so that every 'car' object is always detected in every frame. YOLOv3 is also capable to detect small objects of car that are located far from the camera as can be seen in Figure 8. After some observations, we realized that there is a drawback occurs, i.e. some cars are detected as two different types of vehicles at the same time as shown in Figure 9. It happens to the car whose shape is similar to 'truck' or 'bus'. Therefore, a single vehicle could be double counted as two different types of vehicle. This
explains why 'truck' always get overcounted in both scenarios.


Figure 9. Sample of vehicle that is detected as two different types of vehicle (marked by two bounding boxes) at the same time while crossing the border line.

Type 'motorcycle' is also well-detected by YOLOv3, even though some motorcycles are not detected even when the location is close to the camera. But fortunately, this miss-detection does not decrease the counting accuracy because some other motorcycles are also double counted due to double detection on the same object as in Figure 10. The double detection on motorcycle is caused by YOLOv3 recognized two different kinds of motorcycle, i.e. a motorcycle with its driver and a motorcycle itself.


Figure 10. Sample of motorcycle objects: (a) undetected motorcycle when crossing border line, (b) double detected motorcycle when crossing the border line.

Table 3. Result of the first and the second testing scenario after improvement

| Video | Vehicle | Real Count. | Counting (30 fps) |  | Accuracy (30 fps) |  | Counting (15 fps) |  | Accuracy (15 fps) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Prev. | New | Prev. | New | Prev. | New | Prev. | New |
| Video 1 <br> (frontside <br> 1x zoom) | Car | 149 | 150 | 150 | 96.96\% | 97.72\% | 148 | 148 | 91.14\% | $\mathbf{9 1 . 9 0 \%}$ |
|  | Motor | 244 | 246 | 246 |  |  | 218 | 218 |  |  |
|  | Bus | 1 | 2 | 2 |  |  | 2 | 2 |  |  |
|  | Truck | 1 | 9 | 6 |  |  | 8 | 5 |  |  |
| Video 2 <br> (frontside <br> 2x zoom) | Car | 128 | 114 | 114 | 87.09\% | 89.83\% | 116 | 116 | 85.71\% | 88.46\% |
|  | Motor | 232 | 219 | 219 |  |  | 212 | 212 |  |  |
|  | Bus | 3 | 4 | 4 |  |  | 5 | 5 |  |  |
|  | Truck | 1 | 20 | 10 |  |  | 19 | 9 |  |  |
| Video 3 <br> (backside <br> 1x zoom) | Car | 122 | 114 | 113 | 90.24\% | 91.25\% | 113 | 112 | 76.09\% | 77.44\% |
|  | Motor | 173 | 170 | 170 |  |  | 128 | 128 |  |  |
|  | Bus | 1 | 3 | 2 |  |  | 3 | 2 |  |  |
|  | Truck | 1 | 17 | 14 |  |  | 16 | 12 |  |  |
| Video 4 <br> (backside <br> 2x zoom) | Car | 99 | 96 | 96 | 94.52\% | $\mathbf{9 7 . 4 1 \%}$ | 94 | 94 | 84.15\% | 86.17\% |
|  | Motor | 247 | 246 | 246 |  |  | 209 | 209 |  |  |
|  | Bus | 0 | 2 | 2 |  |  | 2 | 2 |  |  |
|  | Truck | 1 | 14 | 4 |  |  | 11 | 4 |  |  |

Since the counting accuracy of type 'truck' is the worst, then we tried to improve the system by adding some lines of code to solve the double detection on car objects by ignoring the 'truck' or 'bus' label when it is detected together with 'car' in the same object. This improvement gives better result to both testing scenario as can be seen in Table 3. However, 'truck' is still rather overcounted due to misclassification of vehicles. Some objects of 'car' are miss-classified as 'truck' or 'bus' by YOLOv3. But overall, the proposed system can perform well to count the vehicles on the road.

## 4. Conclusion

A vehicle counting system has been developed using YOLOv3 without tracking the vehicle movements. The counting is simply executed by evaluating the distance between the vehicle's centroid to the border line. It successfully achieved the highest accuracy of $97.72 \%$ when using frontside-1x zoom video. YOLOv3 plays significant role in detecting the vehicles since the counting is object to the detected object only. Object 'car' has the highest counting accuracy followed by 'motorcycle' and 'bus', while 'truck' is the worst. Frame rate of the video also give impact to the performance since it represents the integrity of information that is processed by the system. All in all, this work has been successfully completed with good result. In the future, any improvement should be made to get a better system.
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