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Abstract: This paper discusses the Educational Data Mining (EDM) to predict the punctuality and graduation predicate.
Both are considered as important aspects that represent the student’s academic performance. The model was developed
by using academic records of 100 students from the vocational school of Informatics Management at Universitas
Teknologi Yogyakarta. The dataset consisting of three features and two different labels was obtained by creating an
Application Programming Interfaces (APIs) that connected to an academic database. Two classification algorithms
were used to obtain knowledge from the dataset, i.e., Support Vector Machine (SVM) and Naive Bayes (NB). From
the observations, SVM achieved the level of accuracy for punctuality of graduation on 0.68 while NB on 0.60. On
graduation predicate, both algorithms achieved the same accuracy level on 0.92.
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I. INTRODUCTION

University is the highest level of education that
must be completed by someone to get a bachelor’s degree.
Graduation is an ending process for students in com-
pleting of their education. In higher education learning
outcomes are called Grade Point Average (GPA) which
are divided into two: the semester and cumulative GPA.
A GPA is a student’s representation in education process.
GPA will affect the duration study and graduation predi-
cate. The duration study of higher education in Indonesia
is 6 semesters for diplomas and 8 semesters for gradu-
ates. Graduation tolerance is given up to 10 semesters for
diplomas and 14 semesters for graduates. In the learning
process, students have an academic supervisor to super-
vise in their learning, so they can finish the study on time,
6 semesters for diplomas, and 8 semesters for graduates.
The academic supervisor cannot provide full supervision
because of other duties as a lecturer. This condition makes
the academic supervision process not as expected. Aca-
demic supervisor must be able to advise and recommend

so the students finish their study on time with impressive
achievement. Therefore, we need an alternative digital
academic supervisor who can advise and recommend for
the students.

The information technology development presents
several technologies for humans to complete their work.
One technology is data mining, which is exploring data
to find the hidden information. This process produces
conclusions, patterns, rules, and others [1, 2]. The results
of data exploration were used as basic knowledge to make
predictions and recommendations [3].

In learning process, the students have academic
data about the courses and grades. The academic data
will be explored to find the patterns on predictions and
recommendations. Data were classified to develop a clas-
sifier model by a classification algorithm. They are Naive
Bayes and SVM [4, 5, 6] generally. The classifier models
are trained and tested to assess their accuracy. The ac-
curacy determines the predictions and recommendations
correctly [7].
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This research aims to develop a model for predic-
tions and recommendations. It supports a student in their
study. The model can be applied to the chatbot applica-
tions. The chatbot is a computer program which devel-
oped using artificial intelligence [8]. It will help students
to get online academic suggestions and recommendations.

II. METHODS

The research uses academic data obtained from the
Academic Information System of Universitas Teknologi
Yogyakarta (SIA-UTY). This information system has
been used from 2014 to the present. By API, researchers
obtain data, consist of student, year of entry and gradu-
ation, and GPA. The research uses the data of Diploma
program of Informatics Management from 2014 to the
present.

The data cleaning and labeling process produces
the data to be analyzed [9]. Data cleaning removes the un-
necessary data. Data modification converts the decimal to
an integer in conversion number, by GPA * 100, because
GPA is a decimal number with 2 digits after the decimal
point. The process produces 100 records with punctual
and cumlaude labels using by binary numbers 0 and 1.
The labeling process was done using an algorithm auto-
matically. An algorithm can be defined in pseudocode
[10] as shown:

 

Sub punctuality () 
For i =1 to 100 

Length=year of graduation – year of intake 
If Length > 3 
  Label=0 
Else 
  Label=1 
End if 

End sub 

Fig. 1. Pseudocode 1

 

Sub cumlaude () 
For i=1 to 100 

FinalGPA= (GPA1+ GPA2+ GPA3)/3 
If FinalGPA > 350 
  Label=1 
Else 
  Label=0 
End if 

End sub 

Fig. 2. Pseudocode 2

The research uses the dataset, for example are
shown in Table 1 and Table 2.

TABLE 1
THE EXAMPLES OF CUMLAUDE AND NOT

CUMLAUDE DATA

GPA 1 GPA 2 GPA 3 GPA 4 Label

333 361 369 373 1
304 314 360 378 1
376 352 382 365 1
290 300 278 304 0
295 290 321 347 0
285 290 286 295 0

TABLE 2
THE EXAMPLES OF PUNCTUAL AND NOT PUNCTUAL

DATA

GPA 1 GPA 2 GPA 3 GPA 4 Label

333 361 369 373 1
304 314 360 378 1
376 352 382 365 0
342 352 356 369 1
366 361 369 373 1
366 379 365 400 0

Data cleaning and labeling were completed using
Microsoft Excel by 2 research assistants and it is done
in eight hours. The results are 2 excel files with punc-
tual and cumlaude labels. Each file is classified using
the Naive Bayes and SVM algorithms. The classification
process is done using Python programming by Google
Collaboratory in 2 hours. The results are confusion ma-
trix, accuracy, precision, and recall of the model.

III. RELATED WORKS
The existence of data mining and artificial intelli-

gence causes the subjectivity of decision making is reduce.
The objectivity is increase because of the decision-making
model based on the data. Data mining and artificial in-
telligence can be applied to some sectors such as health,
commerce, education, and others. Data mining in edu-
cation is Educational Data Mining (EDM). EDM aims
to analyze educational institution data to find behavior
patterns and predict student performance.

Research in EDM has been done by previous re-
searchers. It was done to observe student performance
and identify the factors that influence in learning process.
Data analysis was done using the Waikato Environment
for Knowledge Analysis (WEKA). The classification used
Naive Bayes classifier, J48 Decision Tree, and Multi-
Layer Perceptron (MLP). The results showed that social
factors are dominant. In the other factor, the research
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found the most influential factors in learning process such
as alcohol consumption, family relationship , and parent’s
education [11, 12].

The research on Educational Data Mining identi-
fies student performance so the failure risk can be min-
imized. The dataset obtained from the UCI Machine
Learning Repository. The research compared several
classification algorithms such as Bayes-based, ANN-
based, Regression-based, SVM-based, Instance-based,
Tree-based, and Rule-based classification. The attributes
that used in the research are defined by G1, G2, and G3.
The attributes of G1 and G2 are internal grades while
G3 is the final exam grade. The results showed that the
best classification algorithm was Random Forest. This
research also found that family relationships influence the
success study. The results of the research in [11] showed
a correlation in the study success factors i.e., family rela-
tionships.

The other research that has been done in Educa-
tional Data Mining to improve the student performance.
This research concerned in student’s psychology factors.
By using SVM, this research implemented RBF kernel
to classify the data with category level: high, average,
and low. This research also compared the classification
algorithms which is used by previous researchers. The
result showed that the SVM classifier could increase the
level of accuracy from 89% to 90% [13].

Several research in Educational Data Mining focus
on the improvement of student performance using grades.
However, there are several factors such as student’s back-
ground, social activities, and previous study can influence
student academic performance. The research has been
done to identify the significant and impact of student’s
background related to academic performance. The data
classification used Naive Bayesian, Multilayer Percep-
tron, Decision Tree J48, and Random Forest. The result
shows that student’s background and social activities have
an impact on academic performance significantly [14].

IV. RESULTS AND DISCUSSION

A. Results

The dataset in this research consist of punctuality
and graduation predicate. The classification has been
done by using 100 records on each dataset. Data were
splitted into 75% (data training) and 25% (data testing).
The classification algorithms that used were SVM and
NB. The result of classification was a confusion matrix
to calculate accuracy, precision, and sensitivity. The con-
fusion matrix of the SVM classification in punctuality of
graduation is shown in Fig. 3.

 

Fig. 3. Confusion matrix of punctuality of graduation using
SVM

The classification report of punctuality of graduation
using SVM is shown in Fig. 4.

 Fig. 4. Classification report of punctuality of graduation using
SVM

The confusion matrix of punctuality of graduation
using NB is shown in Fig. 5.

 

Fig. 5. Confusion matrix of punctuality of graduation using
Naive Bayes

The classification report of punctuality of graduation
using NB is shown in Fig. 6.



Rianto et al., / International Journal of Technology and Engineering Studies 5(5) 2019 154

 

Fig. 6. Classification report of punctuality of graduation using
Naive Bayes

The graduation classification classifies the punctu-
ality. The research classifies the graduation predicate
too, namely cumlaude or not. The dataset that used in the
graduation predicate is 100 records. The classification has
been done by splitted data into 75% (data training) and
25% (data testing) using SVM and Naive Bayes Classifier.
The result of classification in the graduation predicate us-
ing SVM is shown in Fig. 7.

 

Fig. 7. Confusion matrix of graduation predicate using SVM

The classification report of graduation predicate using
SVM is shown in Fig. 8.

 

Fig. 8. Classification report of graduation predicate using SVM

The confusion matrix of graduation predicate using
NB is shown in Fig. 9.

 

Fig. 9. Confusion matrix of graduation predicate using NB
The classification report of graduation predicate using

NB is shown in Fig. 10.

 

Fig. 10. Classification report of graduation predicate using NB

B. Discussion
In a classification method, this research was in-

cluded in the binary classification. The binary classifi-
cation classified instances into one of two classes. The
result of the classification process is a classifier model
that summarized by performance indicators such as ac-
curacy, precision, and recall that calculated by using the
value in the confusion matrix. The confusion matrix was
used to evaluate how often a certain behavior is detected
by true and false [15]. The elements of the confusion ma-
trix were True Positive (TP), True Negative (TN), False
Positive (FP), and False-Negative (FN). True positive and
true negative showed that actual and prediction were true.
False-positive was a condition when the actual was neg-
ative, but it was predicted positive, while false-negative
was a condition when the actual positive but it was pre-
dicted negative [15]. The elements in a confusion matrix
are shown in Fig. 11.
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Fig. 11. The elements of confusion matrix
The accuracy of the classifier model was calculated

(1) by using a formula [16]:

Accuracy = (T P+T N)/(T P+FP+T N +FN) (1)

The accuracy was calculated based on data training
which was setted in 25% of total data. The total data
that used on each classification were 100 records, so the
number of data training was 100 * 25% = 25. Based on
a result of punctuality of graduation classification was
known that accuracy level of SVM was 0.68 and 0.60
on NB. According to the accuracy formula, the detail of
calculation based on Fig. 3 and Fig. 5 were shown:

SV MAccuracy = (7+10)/(7+10+6+2) = 0.68 (2)

NBAccuracy = (5+10)/(5+10+8+2) = 0.60 (3)

The level of accuracy between SVM and NB was
known that SVM was better than NB. Based on the confu-
sion matrix as shown Fig. 3 and Fig. 5 was known that the
punctuality of graduation classifier model on both clas-
sification algorithms had false-negative value 6 on SVM
and 8 on NB. The false-positive value on both algorithms
was 2. The error rate on each classification algorithms
was 0.32 on SVM and 0.40 on NB. The low level of ac-
curacy in the punctuality of graduation classifier model
was caused by the limitation of attributes in the dataset.
It showed that to predict punctual or not, it’s not enough
using student’s GPA.

The graduation predicate classifier model had a
higher accuracy level was compared with the punctual-
ity of graduation classifier model. In both classification
algorithms, the accuracy level was 0.92. In predicting
cumlaude, NB was better and accurate than SVM. In pre-
dicting not cumlaude, SVM was better and accurate than
NB. Finally, SVM Algorithm using RBF kernel was bet-
ter than NB. It can be proven by comparing the confusion
matrix that shown in Fig. 3 and Fig. 5, for punctuality of
graduation and Fig. 7 and Fig. 9 for graduation predicate.

This research has limitations in punctuality of grad-
uation, so the future work in predicting punctuality of
graduation several attributes should be added. The stu-
dent’s background that related to their previous study, the
teacher and parent’s impact [17, 18], and family relation-
ship influenced the academic performance.

V. CONCLUSION
This research compared two classification algorithms

i.e., SVM and NB to classify the punctual and graduation
predicate. On punctuality of graduation classification,
SVM had a level of accuracy was higher than NB on 0.68.
However, in the graduation predicate, both algorithms had
the same level of accuracy on 0.92. Based on analysis
using the confusion matrix, SVM was more accurate. The
future works are adding the features related to students
such as demographic data, family background, student
activity, and others.
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