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Message passing Interface, Static Tasks assignment _Research in the processing of the 

data is the data shows that the larger Increasingly requires a longer time. Processing of 

huge amounts of data on a single computer has limitations that can be Overcome by 

parallel processing.  

 

This study utilized the MapReduce programming model synchronization by duplicating 

data, data from database client to database server. MapReduce is a programming model 

that was developed to speed up the processing of large data. MapReduce application 

models on the training process performed on the data sharing that is adapted to the 

number of sub-process (thread) and data entry into the database server and display 

data from the synchronization process. The experiments were performed using 1,000, 

10,000, 100,000 and 1,000,000 data, and use the thread as much as 1, 5, 10, 15, 20 and 

25 threads.  

 

The results of this process showed that the use of the MapReduce programming model 

can result in faster but require a longer time to create many threads. The results of use 

MapReduce programming model can provide more efficiency time in processing 

synchronizing data, both on a single database or a distributed database Copyright © 

2018 Association for Scientific Computing Electronics and Engineering. All rights 

reserved. 



 I.  

 

Introduction The need for massive computing capabilities at this time to perform data 

processing on a large scale and a short time became very fundamental things in order 

to maximize and achieve the objectives to be achieved within the company. Some fields 

that require high-end computing, simulation, calculation and data processing. Such 

problems often require repetitive calculations on large amounts of data to obtain valid 

results. Besides computing system should be able to resolve the problem within a 

reasonable time. Traditional computing that has a single processor to perform the 

duties of a program is one way to improve performance in the data processing.  

 

However, with a single processor still requires a long time, and this is because the 

computer will retrieve the data one by one from each server data residing in different 

locations. In fact, companies often demand that simulation, calculation and data 

processing can be completed in minutes and even seconds. Simulations were completed 

in a matter of days usually unacceptable. The time required to perform the simulation, 

calculation and data processing should be as short as possible so that information can 

be received in a short time and accurately. There are some issues that have a window of 

time in processing computation.  

 

An example is the processing of large amounts of data in the server where the data is 

located on several different computers so that the program requires a long time to carry 

out the process of synchronizing or merging data from each computer [11]. Based on 

the background of the problems described above, the formulation of the problem in this 

research is: synchronizing data to provide information quickly and accurately by utilizing 

an existing computer on each server data using the MapReduce programming model. 

Issues to be discussed in this study had a fairly wide scope so that the problem is limited 

as follows: a. MapReduce process is done on a local network with the specifications of a 

different computer (grid). b.  

 

The computers are used to form a grid or as a node or a worker is a few computers 

connected in a network and stay in one switch (local network). c. The method used 

Message Passing Interface and Static Task assignment coupled with the MapReduce 

programming model. [5] doing research on how to analyze a Unique identity of every 

resident on the ID card to avoid duplication of ID cards at the time of manufacture, the 

database stored sized Very Large Database will require a Framework DOI: W: 

http://pubs.ascee.org/index.php/ijabis | E: info@ascee.org 



 MapReduce and a data warehouse in order to analyze Identity population that is 

stored on a database. Data is exported into Text format then do the mapping process 

[6].  

 

[7] conducted a study to find the Linux mailing list members in Indonesia with 

MapReduce. MapReduce function for searching for data members, additions, deletions, 

see the topic mailing list and run the data nodes on a Linux-based operating system. II. 

RESEARCH METHODS The need for fast and accurate information becomes important at 

this time. Information needed by the management to take decisions in the production 

process and raw material purchase the next period. To get information fast and accurate 

is needed computers with hardware specifications that support for data processing fast 

and high level of performance and programs based on client-server with distributed 

databases and can be accessed from all the computers in a local network or the public 

network is one way of increasing efficiency in data access time [10].  

 

Substitution computer hardware course is very helpful in increasing data processing 

speed but by the turn of the computer hardware cost, a lot and the program that has 

been running well is not necessarily in support of new computer hardware. It also calls 

for changes to the settings of the new computer so that the program can run well [9]. 

Changing the existing program at this point would require a long time because the 

source code of a program is not known where the most final and how the flow of the 

running programs, this is because the programmers who create the programs already 

moved new workplace.  

 

Creating a new program that would take much longer for a new programmer should be 

able to understand the workflow of programs running at this time and implement the 

new program, requiring a long time to learning a new program for users and error- 

testing program to determine errors that exist and will disrupt the work process that is 

already well underway. The intensity of the arrival of high raw material and the location 

of the demolition of the less comprehensive result in the location of unloading come 

and data processing of transactions carried out in some places if the data processing of 

transactions carried out on the spot with the current program is certainly going to take a 

long time to enter the data so that data processing transactions are conducted in 

several places in accordance with the location of unloading come[2].  

 

The arrival of high intensity which also resulted in vast amounts of data and the large 

database for storing transaction data daily. In addition to the problem of computer 

hardware and programs that are running are transactions or data processing that is 

performed in many different locations and the database that caused the program is still 

running a stand-alone. Transactions occurring in several different places in the program 



is still running stand- alone course will lead to its own problems in the process of data 

synchronization while already using a distributed database, in this case, using a 

database MySQL, but MySQL is installed on each computer with using the settings that 

the user can only access from one place (local computer).  

 

One trend that is currently used in IT companies a great deal in large volumes of data 

and distributed is by MapReduce programming model [3], where there are two 

processes, namely the processes folder where data will be divided into equal parts and 

processes Reduce where data will be merged back and eliminated if the same data from 

previous mapping process. MapReduce process will be run in a cluster or a grid made 

up of several independent computers to process simultaneous or parallel 

(multithreaded) used to perform the data synchronization, import data or search data 

on the distributed database [1].  

 

MapReduce programming model combined with the method of the Message-Passing 

Interface (MPI) and Static Tasks Assignment (STA) and is used in the programming 

language Delphi apart expected to improve system performance in handling data in a 

large size and distributed also able to increase the efficiency and effectiveness of time 

work in the process of synchronizing data from many database client to the database 

server. Fig. 1. Description of the system 



 The system will be built is a system consisting of a server computer that serves as a 

data server, data source, node worker, and chat servers are enabled to distribute 

requests data, requested can created on client computer or computer server and others 

put in a network with some client computer that serves as a data processing node 

worker, chat client, and as a source of data (resource).  
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 Pengguna _ Kirim Permintaan _ Aplikasi server _ Distribusi Permintaan _ Aplikasi Client _ 

Cek data _Database Client 



 



 Hasil _ Reduce data _Database Server _ Menghitung dan membagi data sesuai jumlah 
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Thread 1 Mapping data 



 Insert data ke Database server _Thread 2 Mapping data 



 Thread n Mapping data Fig. 2 The process of data analysis Description of the system, in 

general, started with the process data requests from users. Process requests and data 

delivery as shown in Figure 1 where there is a user performs a data request, the data 

request will be sent to the server computer.  

 

The computer server that accepts requests for data automatically distributes data 

requests to each client computer to a server computer here already finished his job. The 

next process occurs on the client computer. Upon receiving a request further data client 

computer will prepare the requested data in accordance with the criteria that have been 

obtained from the server computer, the next process is to conduct mapping data or 

collect data that will be made to the database server synchronization process in parallel 

(multithreaded). Data synchronization process has been completed will be accessible to 

users who request such data and conduct the process to reduce or eliminate the same 

data with certain _ Fig. 3.  

 

Flow data transmission process The stages of data analysis can be seen in Figure 2. The 

process begins with the delivery of data requests made by the user by making criteria 

such as date restrictions and the number of threads to perform the synchronization 

process, criteria for the data request will be sent to the server computer, the server 

computer after receiving criteria data query criteria will distribute the data request to all 

client computers contained within a single network.  

 

The client computer has received the data criteria that will perform data collection and 

sharing of data in accordance with the number of threads and synchronizing the data to 

the server computer. III. RESULTS AND DISCUSSION Training results used to determine 

differences in the speed of data synchronization is done with conventional single 

process compared with the MapReduce programming model. Which in turn indicates 

the speed at which obtained from each program and then make comparisons to 

determine the difference in time of each program.  

 

In addition to checking processing data how long a computer can finishing work also 

tried out the problems that occurred during the creation of a system such as checking 

the connection, checking ports and user restrictions (user) to a transaction. 



 The testing process begins with a test to determine the time used to make a thread, 

data processing 1,000, 10,000, 100,000 and 1,000,000 of data that will be synchronized 

with the number of processors, 1.5, 10, 15, 20 and 25 on each -masing amount of data. 

A. Making Thread Thread or lightweight process (LWP) is a basic unit of CPU Utilization 

containing a program counter, a register set, and stack space.  

 

The thread will cooperate with other threads in the use of the code section, data section, 

and a resource of the operating system are collectively (task)[8]. MapReduce is a 

programming model that is distributed and run in parallel (multithreaded) which serves 

to speed up the processing of large amounts of data[4]. The results of the average time 

spent to create 25 threads can be seen in Table 3.1. Time used to make thread is 

influenced by the amount of data, the number of threads that have been created and 

used computer hardware. Table 3.1 thread creation time (25 threads) Computer Name 

_Creation Time (Seconds) _ _ _1.000 _10.000 _100.000 _1.000.000 _ _Computer 1 _1,52 

_1,36 _2,8 _15,96 _ _Computer 2 _1,82 _1,08 _1,72 _9,8 _ _Computer 3 _1,32 _1,96 _1,68 

_20,53 _ _Computer 4 _0,68 _2,24 _5,32 _28,24 _ _30,0 25,0 20,0 T i 15,0 m e 10,0 5,0 ,0 

1000000 100000 10000 1000 Data Record _ _ Fig. 4.  

 

Graph of created threads B. Experiments with Single process Testing the data 

synchronization process is done by using a single process on each computer. Training 

data synchronization with a single process (single) made of 4 computers with hardware 

specifications are different and use the same amount of data that exists on each 

computer. Testing conducted in order to determine the speed of data processing by 

using a single process. Table 3.2 Result of data synchronization process with a single 

process 



 Test performed on all computers with different hardware specs.  

 

The results of the testing process data synchronization are performed on all computers 

using a single process (single process) with the amount of data bit (1000 data) shows 

that the time used to synchronize the data will not be long ranged between 34 to 36 

seconds, but when done with a lot of data such as 1,000,000 of data, then the data 

synchronization process takes a long time ranged from 36 001 to 36 940 seconds or 10 

hours 1 second to 10 hours 15 minutes 40 seconds as shown in Table 6.2. Of the time 

required to synchronize data with the data number 1,000,000 for up to 10 hours then 

needed a program that is required to perform data processing with a relatively shorter 

time.  

 



40000 35000 30000 T 25000 i 20000 m 15000 e 10000 5000 0 _ 1000000 100000 10000 

1000 



 Number of record Fig 5. Chart with the single process C. Tests with MapReduce 

programming model 1. Mapping Data On the second test using the MapReduce 

programming model, combined with Message Passing and Static Task Assignment able 

to reduce the data processing time of 60% to 70%. The process begins with the 

distribution of the data according to the number of threads that will synchronize the 

data, the data mapping process is then performed in accordance with the results of data 

sharing.  

 

Process mapping is done simultaneously with the process of making a thread, each 

thread will get the same data. Examples of data sharing can be seen in Figure 6: 1. 

Number of Data : 1.000.000 2. Number of Thread : 15 3. Mod : 1.000.000 mod 15 = 10 4. 

Data of 1 thread : (1.000.000 - 10)/15 = 66.666 5. Data thread 1 – 14 : 66.666 data 6. 

Data thread 15 : 66.666 + 10 = 66.676 data Fig 6 Example of mapping data Table 3.3 

Average time mapping of data (in seconds) 



 PC 2 _100.000 _1,72 _2,15 _0,87 _0,7 _1 _1 _ _PC 3 _100.000 _1,.68 _1 _1,2 _1 _0,8 _1 _ 

_PC 4 _100.000 _5,32 _3,2 _4,33 _3 _2 _3 _ _PC 1 _1.000.000 _15,96 _15 _11,27 _8 _5 _2 _ 

_PC 2 _1.000.000 _9,8 _8,5 _8,13 _6,1 _4 _2 _ _PC 3 _1.000.000 _10,52 _8,7 _8,2 _6,2 _4,6 _2 

_ _PC 4 _1.000.000 _28,24 _25,6 _20,33 _17,6 _11,4 _10 _ _ The average yield of the test 

time required to perform the mapping data and making a thread with a programming 

model MapReduce can be seen in Table 3.3, wherein the table shows the results of 

testing the manufacture of thread or mapping data at each computer with a number of 

different data and the number of different threads.  

 

The greater the amount of data to be processed and the number of threads created the 

more the time needed to perform the data mapping the longer likewise the fewer 

threads created will require a little time anyway. Time 30 25 20 15 10 5 0 Fig 7. Average 

Mapping Data 2. Reduce Data Reduce the process data is used to combine the data and 

eliminate the data in case the similarity of data or duplication of data results in the 

mapping. Reduce process performed by each computer after the process of mapping 

and the making of the thread has been created.  

 

All the threads that have been created will make the process reduce the data by 

duplicating data from a client database to the database server. In Table 3.3 shows the 

results of data synchronization is done with the programming model MapReduce shows 

the change in time significantly when using a single process to the data of 1000 using 

the time for 68 seconds, when using a programming model MapReduce using 5 

processor average time required to decline about 6.8%, while using 25 processors fell by 

almost 90%, while using 20 processors processing time down to 95%, difference 

processing time between the 20 threads and 25 threads least because many are made 

to do the processing, the more threads are created takes longer time than the thread a 

little more. Table 3.3 Average time reduce the data (in seconds) 



 PC 2 _1.000.000 _2.809,80 _3.338,00 _3.611,07 _5.011,50 _10.027,60 _50.200,00 _ _PC 3 

_1.000.000 _2.796,48 _3.316,70 _3.592,40 _4.995,60 _9.994,80 _49.970,00 _ _PC 4 

_1.000.000 _2.765,84 _3.694,85 _3.552,80 _5.613,40 _11.237.60 _56.170,00 _ _ The graph 

in Figure 8 shows the average time it's best seen on computers with hardware 

specifications of the highest computer (Computer 2) with a time difference that is not 

too much.  

 

The more threads are made the longer the process of mapping data, but the faster the 

process reduces the data. Times 60000 50000 40000 30000 20000 10000 0 Fig 8 Average 

results reduce the data (synchronization) IV. CONCLUSION The conclusions after 

conducting research and experiments are as follows: 1. The use of the MapReduce 

programming model beyond the programming language Java programming and PHP 

programming can also be done to accelerate the process of data synchronization by 

performing parallelization of processes (multithread) like using Delphi programming 

language in 2010. 2. MapReduce programming model can provide efficiency increase 

time when synchronizing data by duplicating data from a client database to a database 

server. 3.  

 

Based on testing the difference between the amount of processing time by using thread 

as much as 15 and as many as 25 threads of processing time difference is not significant. 
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